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Abstract

Driving a vehicle, eRher directly or remotely, is an inherently visual task. When heavy fog limits
visibility,we reduceourcar'sspeedtoaslowcrawl,evenaion_veryfamiliarroads.Intelcopcra-

tion systems, an operator's vieW is limited to images provided by one or more cameras mounted

on the remote vehicle. Traditional methods of vehicle teieotmration require that a real time stream
of images is transrttitted from tile vehicle cat_m to the o_tor cottttol station, and the operator

steers the vehicle accordingly. For this type of teieoperation, the transmission _ betWeen the
vehicle and operator workstation must be very high bandwidth (because of the high volume of

imagesrequi_d)and verylow latency(becallsedelayedimagescancauseoperatorstosteer

incorrectly).

Inmany situations,suchahigh.bandwidth,low-latencycommunicationlinkisunavailableor

eventechnicallyimpossibletoprovide.SupervisedTeleRoboticsusingIncrementalPolyhedral

Earthgeometry, or sTRIPE, is a teleop_'ation system for a robot vehicle that allows a human

operator to accurately control the remote vehicle across very low bandwidth communication
links, and communication links with large delays.

InSTRIPE, asingleimage from_cameramounted on thevehicleistransmittedtotheoperator

workstation.The operatorusesa mouse ,'opicka seriesof"waypoints"intheimage thatdefinea

path thatth_ve&icleshouldfollow.These 2D waypointsarethen transmittedbacktothevehicle,

where they are used to compute the appropriate steering commands while the next image is being
transmitted.STRIPE requiresno advanceknowledgeoftheterraintobetraversed,and can be

usedby noviceoperatorswithonlyminimaltraining.

STRIPE is a unique combinaticn Of computer and human control The computer must determine
the 3D world path designated by the 2D waypoints and then accurately con_ol the vehicle over
msged terrain. The human issues involve accurate path selection, and the preventiofl of disorien-

tation, acommon problemacrossallty_s ofteleol_mtionsystems.STRIPE istheonlyserial-

autonomoususleoI_ratiotisyst=mthatct_naccuratelyfollowpaths&signaledinmonocular

imageson varyingterrain.The thesisdescribestheSTRIPE algorithmfort_tcldngpointsusing

theincrementalgeometrymodel,insightintothedesignand redesighoftheinterface,an analysis

of the effects of potential errors, details of the user studies, and hints on how to improve both the
iigorithmand interface for fuutm designs.
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Chapter I

I I I . I I

Introduction

Supervised Tel©Robotics using Incremental Polyhedral Earth reprojection, or STRIPE, is a

teleoperation system for a robot vehiclm Using STRIPE, a human operator can accurately control

a remote vehicle across very low bandwidth communication links, and communication lJrtkswith

largod_lays.STRIPE rexlUitesno advanceknowledge oftheterraintobe traversed,and can be

usedby novic_operatorswithonlyminimal training,Thisthesiscoversboththecreationand

developmentoftheSTRIPE _st_m fxom theroboticside,aswellasa studyofhuman operators

using the system under different conditiorLs and with various interfaces.

The Need For A Low-Bandwidth High.Delay Tel¢operation Sy_'tem

Vehicle tdeoperation _ystetns are generally in_nde_ to l_ used in envixonmcnts which ate

unpleasant or cvcn physically dangerous _o humans. While it might be appropriate to cofme_ the

vehicle to the operator control station with a tother in certain citcummnces, tethers can severely

limit vehi¢l= r_ge, and often ne,cd to be extend ,cd and collected with great care to avoid din'cage.

When a teleoperation system is unteth_ted, the bandwidth between the operatc¢ control station

and the vehicle becomes an issuv. A standard gray.ale image is about a quarter of a megabyte of

data. Reasonable compression schemes may reduce this by a factor of ten or twenty, but even
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twelve kilobytes of data is huge when compared to the sixteen to twenty-four _second of data

that standard military tactical tings can provide [8]. In addition, experiments _th cellular

modems in Pittsburgh could not reliably provide more than a 9.6 Kbit/second link. Even when

_;gh-bandwidth ]inks are technically possible, they may not be desirable. For example, the mili-

tary is interested in low-bandwidth teleoperation systems because they reduce the possibRity of

detection by the enemy.

Delays in communication can be caused by i_Jherent system latency due to such tasks as buff-

ering0 command processing, and image compression. Large distances also can contribute to com-

munication delays: the round _p transmission time between _e Earth and Mars can be as much

as 41 minutes [9].

How STRIPE Works

In STRIPE, the operator is presented with a single image taken from the remote vehicle, and is

asked to designate a ,series of points in that image, known as "waypoints," that indicate where the

vehicle should go (Figures 1.] and 1.2). Once the operator is happy with the points selected, the

Images are dit0tizod on the vehicle and
transmitted to theOld'raterwo rkstal_on.

Once the image arrives at the opcrutor
workstation, the operator usesa moud¢ to
pick waypoints for the vehicle t_ track.

Figure 1.1 The Oae[o 8TRilbE 8yl_em

points are sent to the rernot¢ v©hicle, the vehicle begins travelling along the d_signated path, and

the process is repeated. This is very different from traditional tcleoperation methods, in which the
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Figure 1-_ A mlmple Image with thr4mpoints ohomm in it.

operawr views a continuous stream of images and directly controls the vd_cle's steering using a

steering wheel or a joystick. STRIPE can be used in situations where the communication link has

a wide enough bandwidth and low enough delay that the traditional methods of _lecperation

also possible. However, STIUI_'s strength is its ability to accura_ly control a remote vehic]_

when the communication link: makes other forms of teleoperatiott impossible. STRIPE has been

successfully used to remotely control the Carnegie Mellon Navlab 2 (Figure 1.3) with a delay of

18 _ccondsbetween thetimetheoperatorfinishedpickingpoint,qinone image and thetimethe

nextimage appearedon theoperator',qmonitor.The timeof 18 second._wa._chosentolimitbore.

dora (m the part of the operator; the distance the vehicle can cover i.s dependent orily on the num-
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bet of images transmitted and the locations of the points chosen in those images. The vehicle

would travel the sarn¢ distance if the same points in the image were chosen, even if there were a

delayofan hour between images.

In ordertoconvertthe tWo-din_ensionalimage waypointsintosteeringdirections,th_points

must firstbc convened intothrea.dimensionalreal-worldpoints.STRIPE's polyhedral-earth

model allowsthe positionof the real-worldpointsto be automaticallyupdated and corrected

whilethevehicleisdriving.As the vehiclemoves, itcon¢inuouslysensesitscurrentorientation,

and usesthisinformationtocompute thenextsteeringadjustment.

His'tory

STRIPE isa partof the Carnegie Mellon UniversityNavlab Project[15][40].The project

began in 1984 withtheTcrragator,a sixwheeled cart.In 1986 theNavlab i was builtintoa com-

mercialvan,which was convertedtoallowcomputeractuationofthesteeringaswellasthebrake

and accelerate,"pe,dals.In 1991 work began withthe Navlab 2,an army Hmmwv thatwas con-

vert_lforoff-roadand higher-speedautonomous driving.

Most of the work on th_ Navlab vehicles to date had been in the arcs of fully autonomous con-

wol. STRIPE extends the use of the Navlab 2 vehicle to include "semi-autonomous" control, in

which the operator provides the high-level decisions about where the vehicle should go, and the

vehictetakesoverthetaskofactuallycontrollingthevehicle'ssteering.

With the introductionof _n'fi-autonomouscontroltotheprojectcame theintroductionof a

new variablethathad never beforebeen considered:thehuman operator,whose actionsoften

seem atworst,random and atbestnondeterministic.Itwas impossibleto studyjustt1_erobotic

sideoftheSTRIPE system and have any realway toevaluateitsperformancewithoutteslingthe

way realpeoplemake us_ of the sysram.A seriesof userstudieswas developedto testvarious

$TR_E interfaces,and 1odeterminehow wellnoviceoperator_performeddifferentteleoperation

tasks.

Thesis Overview

STRIPE is techr_olc,gicaily simple and inexpensive to implement, and is tolerant to small

_n'orsin calibration.UsinI_static"3_aagesfrom a singlecamera,STRIPF. accuratelyfoliowsthe
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operator's designated path, even on hilly terrain. STRIPE demonstrates the str_gth of the semi-

autonomous approach, allowing a human operator to direct the vehicle, while the vehicle itself

monitors the ten'ain in real-time at_dmakes corr_tions to the estimated path as necessary. The

user-study portion of the work demonstrates that the system is .':imple enough to use that operators

with no previous teleoperation experience can quickly and easily learn to use the system. The user

studies also provide a better understanding of the way the systen_ works, and indicate how the

robotic side of the problem could be improved to make it more naturaJ for humans to use.

Chapter 2 provides a review of the work in teleoperation to date, including two other systems

that take a semi-autonomous approach W the problem. Chapters 3 and 4 detail the robot side of

the STRIPE problem, including an analysis of the potential errors involved in this approach.

Chapter _ begins the transition to the actual study of the system, and details some changes that

were made to _e system following the initial implernentalion and testing. Chapter 6 details the

STRIPE user experiments, and the recommendations for improvements to the system based on

the:resul_'_sof these experiments.

,q
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Previous Work

I FI II I III Ill

2,1 Classifying Teleoperation Strategies

The field of vehicle teleoperation naturally divides into three clas.e,es ba._ed on three vari-

ables: i image update rate, traJ_smJssion delay, and method of vehicle coatroi. The image update

rate is the minimum time between image frames being displayed on the operator wozkstation, The

transmission delay is the amount of time it takes the f_t bit of data to be wansniitted from the

vehicle to the operator workstation. 2 ]'his delay may include the time it takeS to cor_ress and

uncompress image data, encode and decode r_e ttansm/ssion, as well as system overhead. Vehicle

control can be either direct, in which the operator is directly responsible for conm_anding the ori-

enlation of the vehicle's steerJns, or semi-aut.otsomous, in wlfich the operator designates the path

thal the vehicle should follow, and it is up to the vehicle to determine how to adjust the steering

appropriately.

1. Notethatr_iof the tel¢opetation mc.lhodethat I shall (l_t_uas_e applicablewhn_thevehicle Is not directly
visible to the operator("lnmideeout¢onuoI"[26|}.Weaklutaaim lzen donein d_efieldof tele_perttlon of vehi-
¢le.swhere no image datait transmittedfromthevei_icl¢to the operator,and theoperator tteen btae._don lh_t
o_ dlractview of the vel_cle's movement ("ouulde..incontrol'). Outsi_-in conU'olis verydifferentfrom
Intlde-oatcontrol,andi._beyondthe i_ol_eof thhthesis.

. Strictly tpeakinwItispol_iblc thatlhc transmissiondeity fromtl_:opcr_o+rw_rkltationto thovch/_l_could
Itriler lhan the delay_ron_the veh/ele to the operator workttalton,bu_lhls Is notlypicaUythe clue.
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Manytetheredvehicleteleoperation systems fall into the Continuous and Delay Free (CDF)

category 3, where bandwidth is plentiful, delay is minimal, and operators are in direct control of

the vehicle's s_ering. Several systems are included in the Nearly.Continuous or Very.Low.Delay

CNCVLD) classification. In this category, operators continue to directly control the vehicle.

Althoush the bandwidth is relatively high and the delay is relatively low, either the bandwidth or

delay or the combination of the two is sufficiently poor to cause brief, but noticeable, interrup-

dons inimage mtmmission. Finally,thosesysmms thatateDiscreteand Delayed (DD) have such

limited bandwidth and/or such high delay that there is a substantial pause of several seconds, rnin-

utes, c'r more between images. DD systemS use a semi.autonomous approach (indirect control).

STRIPE is one example of a DD system. Tabte 2.1 sunm'mrizes the way vehicle telecperation sys-

tems are classified in my taxonomy.

CDF

NCVLD

DD

Control
Method

Direct

Direct

i i

Indlmot

Image Update Rate I
Tranemlselon I lay

T

At least _0 fran_s per second
end

delay less ttlan or eclualto 100 ms.

Lisa than 20 frames per second
of

delaygreater than 100 me

Any update rete, any delay (typicallyvery low
frame rote, and very highaelay}

Table 2,1 Clallifyln| Vehleli Tekmperation Systems

2.2 Continuous and Delay Free

All Continuous a/_d Dclay F¢cc (CDF) systen_ rely on an ol_rator who directly steers the

vehicle. The orientation of the wheels of the rcmot¢ vehicle is directly contro]l_ by a s¢_ring

wheel or joystick at the operator workstation.

3. Thecategories"Continuoui andDelayFlee," "Nearly.ContinuousorVcty.Low.De]ay,"and'_Disemteaf_d
Delayed"aremyowncla_dflcettonsdl;velo_d forut¢ in this ttlcsi$.
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In most CDF systems, the operator wor_tation has one or more monitors that display images

transmitted from the remote vehicle, along with controls similar to the steering and speed controls

in a car. The operator has the impressionthat he or she directly controls the steering and speed of

the remote vehicle. To make the control atca as realistic as possible and to eliminate certain v_.

ables in testing, some systems even have a control m'ea that can be fitted on the vehicle for com-

paring remote and on,board driving.

CDF systems ar_ characterized by a contigtuous stir,am of images (at least 20 frames per sec-

ond) with virtually no transmission delays (delays arc at most 100 ms). The specific b_dwidth

requken_nts for a given CDF system vary depel_ _ on system details (number of displays,

imago rc_olution, etc.), but is always high enough to present at least 20 frames per second to the

operator.

The 20 fl'mnes per second xcstriction was chosen because humans need to see about 20 flames

per second for the illusion of continuous motion [5]. As the frequency of images drops below 20

frame_ a _cond, individuals initially notice a flicker. As the frequency continues to drop, they

become aware the t they are viewing a sequence of distinct images.

Image datatakesup a greatdealofspace.A typical5i2 x 480 8-bitgrayscaleimage isalxmta

quarterofa megabyte ofdata.Imago compressiontechniquescan be usedtoreducethesizeofthe

datasomewhat: a_gorithmsthatcan perfectlyreconStructtheoriginalimage averageabouta 50%

rexlucr_onindata fortypicalimages [I].Images can be furthercomFessed (withlossof some

data)down tobetween 2% and I0_ of theiroriginalsizewithoutaffectingtheapp_ent qualityas

v/_wcdby r.hehuman eye [4i].Compressing a typicalimage down to2% of itsoriginalsizestill

producesabouta 5 KB image,asignificantamount ofdam.

CDF systemsIxansrnitsurprisinglylargeamounts ofimage data.Most CDF systemsrun at30

franicsper second,d_estandardratefortelevisiontransmissions.Thus CDF systemsnccdenough

bandwidthtotransmitabout7.5MBytes of dataper second,foruncompressed grayscaleimages.

Atthough image compressionand reducedresolutionimages can r_ducethisbandwidth some-

what, the resulting data is still well above the 10 KBytes I_er second that can be transmitted along

analog phone fines using the best modems available today,
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CDF systems also require a latency of less tha_ 100 ms. With a latency of less than 100 ms,

the system provides the human operator with the perception of causaUty [5]. In other words, the

operator believes that there is no delay between the turning of the steering wheel or movemet_t of

the joystick at the operator control statio_l and the time at which that m,-,_rL_gcommand takes

effect atthe_mote vehicle.

It is useful to study a few examples of CDF systems to provide some insight into the types of

difficulties that CDF operators face.

2.2.1 Naval Ocean System Center

in an attempt to improve the remote operator's performance to approximate that of a normal

driver, some systems try to give the operator the feeUng of actually being on the remote ,vehicle.

The system developed at the Nawtl Ocean System Center (NOSC) attempted to impart this feeling

of "telepresence" to the operator [2][16][24][33] through a special helmet that provided both ste-

reo image data and stereo audio data, A corresponding anthropomorphic head on the vehicle was

used to gather the visual and audio data, The motion of this robot head followed the movement of

the operator's head, so lhat operators perceived the same things they would have perceived had

they actually been on the vehicle.

The vehicle itself was a converted army _, connected to the cojitrol station by a fiber

optic tether that allowed for remote communications at a distance of up to 30 kin, The tether wa_

very high bandwidth, allowing simultaneous transmission of up to 200Mb/s from tl_e vehic|e to

the ope_'atorcontrol station and lOOMb/s from the operator control sta,.ionback to the vehicle.

Although the explicit frame rate and latency are not given, it is reu_nable to assume from the

descril_on of the _ystem and the tether that it falls into this category.

2.2.1.1 A.ec.dOtal Results

Operator.s Get Lost

Although one would expect such a high degree of telepresenee to give the operators a good

underslanding of their environfaent, tesls have ,hewn that this is not the case, Operators of thu

NOSC dune buggy had difficulty judging the location mid orientation of the vehicle relative to

I0
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knownlandmarksin therealworld.In otherwords,just like the Sandia operators, NOSC opera-

tots tend to get lost.

2,2,1,2 EmplHml Experiments

Local v_. Remote Driving

As would be expected, operators Consistently perfon_d worse when remotely operating the

NOSC vehicle than when they sat in the vehicle itself and drove normally. In all cases, remote

driving times were at least twice as long as the times for the operator in the vehicle.

Direct Driving with Limited Field of V_ew

It was hypothesized _lt the poor performance of remote drivers was due to the limited hori-

zontal field of view (60 degrees) that the head-mounted display provided, since the normal human

horizontal field of view is 204 degrees [20]. However, on-board driven wcm'ing a helmet with a

face shield permitting only a 60 degree horizontal field of view performed just as well as they did

when their field of view was unimpaired.

Direct Driving with Limited lma8e Re,voltaion

Degraded image resolution presented _0 the remote driver was also hypothesized as a cause of

poor performance. Camera resolution was measured to be approximately equivalent to 20/80

human vision. On.board drivers were tested with special goggles that degraded their vision to be

20140. No difference was discovered between their normal performance and their performance

with the goggles. The goggles were then f.unher degraded to between 20/50 and 20/100. Two out

of the three driven were still able to_atch their normal performance with the go_,les, although

the third driver was not able to cofa_lete the course without becoming disoriented.

2,2.2 Army Researcli Laberatery

Work at the Army Research l.,aboratory (ARL) in teleoperation has studied the effects of vary-

ing fields of view on the operator of a rcmote vel_icle system [12]. Using cameras with three dif-

ferenl fi_kls of view: 29 de.gmos, 55 degrees, and 94 degrees, researchers corollated the ability of

remote operators with that of in-vehicle operators, A_ain, the image frequency and latency of tl_e

system are not repo_ed, but it appears to be a DD system. In all but the obstacle avoidanc.. '_8"

ll
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merit of the study, on-board operators perfomxed statistically significantly better than remote oper-

ators. They found that the 55 degree field of view lens provided the best compromise among field

of view, image distortion, and image resolution. It is interesting to note that while most of the par-

ticipants in the study repotted being uriconffortable with the distorted image the 94 degree field of

view camera provided, they preferred it dating the obstacle avoidance segment of the tests.

ARL has also investigated the effects of image resolution and number of grey levels cn tale-

operation; howeve_ the results of this work have not been pubLiShed4.

2.2.3 Discussion

The most striking point about CDF systems is how poorly operators perform the task of

remote driving. Even in the case of the NOSC system, where vast quantifies of data ere available

to operators, their remote driving performance is significantly worse than theix on-board perfor-

mance with apparently equivalent visual impairments. Of special concern is the fact that operators

in the NOSC study lost theis way, a severe handicap.

2.3 Nearly-Continuous or Very-Low.Delay

"Nea_ly-Continuous or Very-Low-Delay" (NCVLD) systems require the operator to be in

direct control of the vehicle's steering. Direct Systems that present the operator with less than 20

frames per second, or have a latency of at least 100 ms are considered to be NCVLD. Systems that

ate directly con_olled by the operatormost of the time, but that allow the vehicle to veto or adjust

the operatoi"s stecrihg ¢omrn_d to avoid obstacles also fall into the NCVLD category. There is

no explicit upper limit on the latency or lower limit on the frame-rate. However it is clear that

o_e:rators need to receive images writ a frequency that is measured in seconds rather than minutes

or hours. The impoi'tant point about the Limits is that humans are still able, with some degree of

success, I:odirectly control a remote vehicle on a NCVLD system, despite their consciously rec-

ognizing that the images that they see are significantly delayed and/or di_ret¢.

' _hlpani, Salvatofe,Personal Co_vet._atlcn,US ArrayResearchLsborato_. Hurn_ R_s_rchstudEnilin_r-
i I,_c¢t0tat_. A_ct_cn Provln$Grouigl.MD, O_tobcr 1993.

i2
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2.3.1 Sandia National Laboratories

Sandia National Laboratories' scientists have had extensive experience in the field of vehicle

teleoperation [3][25][26][27][28][29][30][31]. They have a large fleet of vehicles, ranging from

small vehicles fox"indoor teleoperation, to very large commercial vehicles for both on-road and

off-road testing. They have experimented with many different camera configurations: single and

multiple camera systems, fixed and steerable cameras, color and monochrome. They were able to

provide 3 Mbits/sec bandwidth and a data rate of 30 frames/Sex, although they have done some

experimentation into lower bandwidths and frame rates[26]. For their Jeep system, they reported a

mean lag of 235 msec between the time a steering command was issued and the time the remote

vehicle responded [28].

2,3L1 Anecdetal Resuits

Operators Lose Their Way

O_e notable difficulty that operators experienced was the tendency to get lost w_dle remotely

oFerating the vehicle. Operators Would frequently lose their way, and not be able to report their

rotation with respect to major landmarks, map features, or compass directions. Operators were

also unable to plan a path back to their starting position without assistance, even when they were

provided with a map of the course.J26]

Operators_erMeer

RemOte operators initie.lly tend to oversteer when they do not instantly see a response to their

control commands in the ifaages coming from the vehicle. Typically, the operator turns the steer.

Lag wheel slightly, does not imz_ediately dee the expected change in the vehicle, and so increases

the steering wheel input until the vel_icle begins to respond. At this point, the vehicle begins to

turn more than the operator intended, stud so the operator attempts to compensate by steering in

the other direction and the pattern repeats itselt', with the vehicle oscillating left and fight along

the desired path. However, operators become accustomed to tiffs effect in a matter of minutes and

their performance improves s'gnificantly. [25]

13
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linage Resolu_'on

McOovern [26] reported that operators were able to accurately control remote vehicles when

provided with low resolution images, although the actual resolution was not preset_ted. He did

note that kiL_hresolutioll images appear to be necessary for off-road teleoperatiOn, and teleopera-

don in an area with obstacles of varying size and type.

Difficulties In Utwlerstafwiing the Remote Scene on a Monitor

Remote operators tended to misjudge the data that they received ot_ their monitors. They

tended to misjudge disumces, believing they were further from objects than they actually were,

and missed small negative obstacles (e.g, holes, ditcbes, etc.). They also tended to misjudge the

magnitudeoftiltand rollof thevehicle.[26]

Field of View

Operators had difficulty driving in a resuicted space with the single 40 degree field of view

camera. They found it much easier to turn corners when two additional cameras were installed to

provide a 120 degree field of view presented on three monitors. [26]

2.3.1.2 Empirical Experiments

Accidents

Sandiahas thedistinctionofbeingone ofthefew institutionstorcpo_ accidcma intheirlJter-

atu_. This is probably due to the robu._tness of thcix system more than to anything else; most test

vehicles ]2ave fragile and expensive equipment on I_ard that would be easily damaged by minor

colLisions. One of the vehicles at Sandia was an aLl-terrain vehicle that was robust enough to sur-

vive multiple accidents.

Alloftheaccidentswere rolIovors,and allbutone of theseacc_ident,_occurredo/iateoff-road

coursewi_ steepslopesand high-bankedcomers.Most oftherolloverseccurfldwhen thevehi-

clewas travellingatitsmaximum speedof I0 to 15 m.p.h.Typically,_e operato_ ofthevel_icle

saidthattheyhad not realizedthemagnitudeofthetilland rollofthevehicleimmediatelybefore

theaccidentand were surprisedby theroll.over.[26][27]
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Automatic Camera Pan

Experimentswere performedinwhich thecamera pan was automaticallyadjustedto match

sleetingangleof thev_hiclesfifes.Thisprovidedno statistiv-,dlysignificantimprovement in

obstaclerecognitionand obstacledetectio'a,althoughitdidaidoperatorsnegotiatingtightcorners

and avoid.ittgobstacles.J26]

Use ofColorImages

Use of a colorcamera was shown tob¢ a statisticallysignificantfac_r inearlierdetectionof

ob.stacles. Obstacles were detected an average of 9 feet earlier with the color displays than with

monochrome; obstacie size was the major factor in em'ly detection. Large obstacles were detected

on average 22 feet earlier when using color, although smal2 obstacles were detected on average

less than 5 feet earlier with color. [30]

Color was also shown to be a statistically significant factor in an o_tor's ability to judge the

d/stance to a pair of objects, as well as the d/stance between the objects themselves, in order to

determ/ne whether the vehtcle could be maneuvered between them.J28]

2,3.2 Oak Ridge National Laboratory

Anecdotal evidence suggests that driver performance in NCVLD systems declines as the

length of the time ncces,_ry to transmit an image grows. However, some successful systems exist,

For example, work at the Oak Ridge National Laboratory on improving compression techniques

has reduced the delay between images sufficiently to enable direct control of vehicle steering over

narrow bandwidth finks (about 64 Kbps) [8]. Drivers were able to drive on a bumpy dirt track at

speedsof up to 15 m@h., even _Ough no more thanfiveimages (compressedatan averageof

123:1)were dlsphtyedeach secondmd eachhad a transmissiondelayof aboutone second.

2,3.3 CarnegieMellon University

Krotkov et al.[21] have developed the conceptof Safeguarded Teleope.rationfor _Lhmm'

rover,inwhich therewould be a communicationslatencyofabout2.5secondsbetween the.vehi-

cleand operator.Safeguat"dedteleopcrat/onprovidestheremoteoperat(_rwithdirectcontrolofthe

vebi¢l.c most of _ time, enabling the o_rator to indicate both direction of travel m_d vehicle
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speed. In order to prevent the vehicle from driving into obstacles, because of operator miScalcula-

tions due to the delay o_ malicious intent, the vehicle maintains the power to override the opera-

tots commands, using on.board sensors to detern_e when the vehicle is approaching a dangerous

situation. Experiments us_g a human "wizard" to provide the system override, and a maximum

speed of less than half a meter per second showed that most of the users were to complete an

obstacle course successfully, hitting only One obstacle per trial on average. However, operators

reported that the addition of the wizard to the system did not reduce fatigue or frustration with the

task.

initial experiments were also pe_orm_d in a simulated environment using a predictive display

in which t_:o Lne.,; were projected into the image indicating where the vehicle would probably be

seconds ir_ the future, i.e. the time when the operators' current commands would reach the vehi-

cle. Tl_ese experiments show that users drove faster, oversteered less, and hit fewer obstacles even

'_,he,n no wizard was present.

The ability for a vehicle to override operator cmnmands in order to prevent collisions is valu-

able for all teleoperation systems that have a significant delay in image transmission. However,

without a terrain map of the area to be explored, the fines drawn by the predictive di.4play will not

be accurate on non-planar terrain, for the same reasons that the FELICS system has difficulties.

Even on planar terrain, the system will make erroneous predictions if the vehicle's wheels skid

during a maneuver.

Direct control of a vehicle using safesuarded teleoperadon may be feasible on the Moon, but

it is unlikely that anyone could use a direct teleoperstion system to control a vehicle on Mars,

where the Irtnsmisston latency is measured in minutes tether than secolldS, without reducing the

velocity by several arden of faagnitude.

2.3,4 MasmclmsettS InstitUte of Technology

Verplank [39] studied _he effect of a predictive display _ in the teleoperation of a simulated

underwater vehicle movint_ at a fixed height above _*. sea floor with a one second tr_smission

5. Shcfldan & Verplm_Arefcn_d to these (_s "predictor di._playK'.
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delayarida maximum frame rate of 8 secon_ per itnage. Although this is different from the gen-

eral problem that is considered in this thesis, one result of the study is wot_ noting.

Operators were tested using two modes. In the fl_t, new images were transrnieted every 8 sec-

onds, In the second, a new image was not transmitted until requested by the operator. Surpris.

ingly, operators were less confused and required fewer images using the second mode, with ot

without the predictor display. Operators using this mode ad_ oA a "move and wait" strategy, in

which they would rn_zuver the vehicle a certain distance, and then request a new image and wait

to see it before proceeding.

2.3.$ Ltmokhod

No discussion of NCVLD tel¢operation would b¢ complete without coveting the Soviet

Lunokhod vehicles, the only extra-terrestrial vehicles aetuedly telcoperated from the

Ear_ [6][11][18]. Lunokhod 1 and 2 were 8 wheel, skid-steered vehicles that were teleoperuted

on the moon in the early 1970's. The Lunokhods were operated by a 5 man team: commander,

driver, navigator, systems engineer, and radio operator. Each team member sent signals to the

vehicle. The driver had the options of both forward and reverse, and continuous as weU as Mop

and start motion. The communications delay made controlling the vehicle eXu'emely difficult, and

it was said that ma_y highly experienced drivers were unable tO perform the task.

t

With the exceptio_ of the lunar night, when the vehicle was stationary, Lunakhod t achieved

an average velvCity of 4.8 m/hr. Lunakhod 2 achieved an average velocity of 27.9 m/hr, although

the vehicle could achieve a cruising speed of 7 kin/hr. It seems reasonable to surmise that at least

part of the _ason for such a low average velocity was the difficulty of the driving task.

2.3.6 DiscUssion

The techniques used in CDF and NCVLD teleoperation arc essentially the same. The only dif-

ference is that in NC"VLD te]eoper_ttion, the operator is requited to teleoperate the vehicle without

the perception of _xediate causatiw. The problem with operators oversteering that was preheat

in the Saadta Studies is clearly the result of the system latency,

17



PreviomWork l_scre_andDel_,ed

2.4 Discrete and Delayed

Our _iscussion so far has dealt with fairly-high-bandwidth and very-high-bandwidth systems

Oat have very short transmission delays. We have yet to consider systems for remotely operating

a vehicle on Mars, for example, where rourid trip t_ansmissions from Earth and back vary between

8 and 41 minutes at the spe_d of light [9], or very low bandwidth transmission links where even

the most compressed images would take several seconds to transmit.

Depiero [8] has shown that human operators can directly and effectively control the steering

of a remote vehicle if they are provided with approximately five images per second. Even with

heavily compressed images, many communication links do not provide enough bandwidth to

Iransrnit a single image per second. Non-line.of-sight tactical communication links can transfer

about 2-8 KB/scc [8], and cellular modems transfer less than 2 KB/se¢. Some Mars mission plans

allow as few as tens of bits per second [17]. Clearly, a transmission delay of one hour between

image capture and display on the operator workstation is much too large to enable any sort of real-

istic direct steering of a vehicle. Even a transmission delay of 1 minute per image is too long. It

seems as though transmission rates of anything over several seconds per image make direct driv-

iag impossible, and some kind of automatic vehicle control becomes necessary.

Those systems that are semi-autonomous, i.e. the operator is not in direct control of the vehi-

cle's steering, will be refe_ed to as "Discrete and Delayed" (DD). The STRIPE system falls into

this category, in DD systems the operator gives more general instructions to the vehicle, _nd the

vehicle computes the appropriate steering directions. In most of these systems, the general

instructions are in the form of a list of 3D points, known as waypotnts in the vehicle or world

coordinate frame. Given a list of 3D waypoi/its, the vehicle can compute the appropriate steering

angles to enable it to head towards its goal. While DD systems could theoretically have a l_gh

frame rate and a low delay, their strength is in situations where the ff'ame rate is low and the delay

high.

2.4.1 Dynamic System Technologies

The Feedback Limited C_mt_l System (FELICS) [37][38], developed by Dynamic System

Te¢lmologies, enables an ol_rator to remotely drive a vehicle with a single image every 3,5 see-
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ends. The system requires a bandwidth of loss that} I0 kbits/sec with 50:1 image compression. A

triangular "puck," a cursor that ropre_nts the vehicle's location, is superimposed on the image,

inRialiy just in front of the vehicle's position. The operator uses a knob (to con_ol heading) and a

stick (to indicate speed) to "drive" the puck through the image, thereby establishing the path the

vehicle should follow. At predeflned imervals, a ma_ker is placed in the image along the puck's

path to mark a waypoint (i.e., a point towards which the vehicle should s_eer).

Each 2D image waypoint corresponds w an infinite number of 3D real-wvrld points, and so

the system must somehow determine the one :3D point in the real world that the 21:) point really

represent. This conversion is accomplished as follows: At the time of image capture, the location

of the vehicle's "groundpls_e," the plane on which the vehicle's wheels re.st, is noted. Figure 2.1

shows a side view of the vehicle, the path to be waversed, and a vastly oversi_'_d pir_o]e camera

Camera Fo_....j Image Plane 2D
/I Image Vehicle

Wayp_ints Groundplane

\ / , Act.,l

%_ 3D World Waypoints

Figure 2,t FELIO8 Plat-F.arthRopro]eotlon

representing the cantata on the vehicle. Points on the image plane (i.e., 2D waylxfints) can be

rcprojected through the focus out into the world, and their intersection with the groundplane (rep-

resented by the x's) is considered to be their location in the 3D world. The r_sulting 3D waypoints

are transmitted back to the vehicle where they are u_(l to ccntroi the steering.

19



PrevtouJWork Dl_nte sad D_,layed

Although FELICS works well enoUgl_ at 3.5 seconds per image to keep the vehicle on a wide

road, its fiat-earth projection method causes errors on non-planar terrain. These errors can become

increasingly problematic as image frequency decreases. For example, consider the following sce-

nario: Suppose that the vehic!e is moving at a constant speed of I m/,_c. Assume that the system

uses a 5 m lookal_ead distance (i.e., the vehicle always steers towards a point 5 m ahead of itself).

Further, assume that it takes 9 sex for the image to be _'ansmitted from the vehicle to the operator

workstation, and that 1.5 seC after the image arrives the appropriate waypoints have been selected

and are u'_smitted back to the vehicle, which takes another 0.5 sex. To sunun_rize:

• Speed: I m/sec

• Lockahead: 5 m

• Image Transmission time: 9 see

• PathPicking: 1.5sex

• Reply Transmission lime: 0.5 sec

Given these assumptions, what is the minimum distance ahead of the vehicle that we need to

predictthelocationofth.epathsothatwe can move ¢onlinuousJ.yatour desiredspeedof I m/sex?

Consiclcrthetime lineshown inFigure2.2.At time t=0,transmissionof the firstimage begins

from the vehicle(blackbar).At timet-_-9,theimage has arrivedattheoperatorworkstationand

the operatorbeginsto place waypoints using thisimage. These waypoints are u'ansmittedat

_I0.5 and arriveback at the vehicleatt=lI.MeanwkUe, as soon as transmissionof the first

image concludesat_9, transmissionofthesecond image begins(graybar).As shown inFigure

2.2,thewa)_:_ointsfrom thesecond image arriveatthe vehicleatt=20.Thus, between t=9 and

t=20,thevehicleisbeingsteeredbasedon an image digitizedatt=0,and so we must be ableto

plana pathup to20 secondsahead ofthevehicle.In 20 seconds,thevehiclemoves 20 m (20 sex

x Im/sex),and thevehiclenc'cdspointsan additionalIookahcaddistanceof5m. Thus,th_mini-

mum distanceah¢_ ofthevehiclethatwe need topredictwaypointsis25m.

Now considerthe scene depictedin Figure2.3 which has been drawn to scale.The initial

groundplaneof thevehicleishorizontal,but theroadahead has a slightslopeof 3 degrees.Sup-

po_ u sequenceof pointshas been chosen by theoperator,and a point50 metersah¢ad of the

vehicleon the road has been d©signatcdas the point where the vehicleshould stop.With
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9.0
xnfit image " HIHI II

pick points

xmit points Omi5

drive with points

I I I
t=0 5 i0

9.0 9.0

1,5 !_

0.5 0,5
m

I ] i I L
15 20 25 30 35

Figure 2,3 Teleopefatlon Time Line

FELICS's simplefiat-earthapproach,allpointsareprojectedontothecurrentgroundplane,and

the vehicle will assume that its final waypohlt for this image is the stopping poflnt, wlfich it will

inconectly predict as being located 25m ahead of its initial position. (A more det_tiled explanation

of tl_s effect is described in Section 4.7,2.)

50m =
25m _

-" "- incorrect stop point

2.5m ....... _'_._., ._==,._t earth

k
slope = 51100 < 3° -------'f "_

realgrourtdplanedesired stoppoint

Figure 2.3 Flat Earth Roproje_tlon.

2.4.2 Jet Propulsion Laboratory

Two types of DD systems have been developed at the Jet Propulsion Laboratory (JPL): Com-

puter Aided Remote Driving,and Semi-Autonomous Navigation[4][7][9][23][42] [43][44]

[4_]. JPL is primarily interested in teleoperation systems that function over links with delays, as

in space applicdtion_.
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2A,2.1 Computer Aided Remote Driving

Computer Aided Remote Driving (CARD) [4] [7] [9] [23] [42] [43] [44] [45] is a system for

semi-autonomous control of a remote vehicle using stereo image data. In CARD, a Stereo pair of

images is u.ansmit_l to the operator from the vehicle. These images am presented to the operator

on a stereoscopic display, and the operator uses a 3D cu_or to designate 31) r_al.wortd waypointa

in the scene. The 3D waypoims are u'ansmitted back to the vehicle, and are used to compute the

apptopriate steering angles. Be.cause the CARD waypoint_ are chosen in a 3D image, no 2D to 31;)

conversion is necessm-y, and no assumptions must be made about the nape of the terrain. The

vehicle is expected to navel about 20 meters foreach stereo image pa£r sent to theoperator.

CARD's primaryobjectiveistoprovidea means forintcrl)lanemryvehicletcleoperation,in

most interplanetaryscenarios,thereisbotha delaydue todistanceas wellas a limitedbandwidth

link.The CARD method iseffectivein situationswhere transmittingtwo images has approxi-

matelythe same costas transmilld.nga singleimage, as in high.bandwidth_ac¢ applications.

However, when the delayisnot onlyduc to distance,but alsoto low-bandwidthtransmission,

sendingtwo imagesmight taketwiceaslongas.sendinga singleimage;thismay make thedelays

unacceptable.

2.4.2.2 _ml,_utouomous Navigation

In Semiautonomous Navigation (SAN) [9] [23] [,_,2] [43] [44] [45] a topographic map pro-

duced Rum orbital images is used by a human operator to plan a path for the remote vehicle. The

vehicle ¢omputas a local topographic map using on-board sensors such as stereo cameras or a

laserrangefinder,and determinesthecorrelationbetween itsmap and theone usedby theopera-

mr.The remote vehicleplansa new path,basedon theoperator'Spath,but revisedtoaccountfor

smallobstaclesthatmay have beenmissedinthelowerresolutionorbitalimages.

Theremote vehiclefollowsit,_revised1_atha shm'tdistance(on theorderof I0 meters),and

tI_ndoesanotherreconstructionof_e localenvironmentand theprocessmpeava.Inthisway,the

vehicleisexpectedtobe abletot_avelatan averageSl_.edofapproximately10cm/sec.
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2A,3 NASA Ames Research Center

NASA Ames is also interested in interplanetary teleoperation, and they have developed a sys-

tem called the Virtual Environment Vehicle Interface (VEVI) [10][17][34]. VEVI is used for pre-

viewing, planning, and describing high.level task descriptions for a mobile robot, In VEVI, a

local model of the vehicle's environment is generated using sensors on the vehicle, end this is

transmitted from the vehicle back to the operator workstation. The operator views a 3D model of

the world on a stereoscopic display, complete _th a 3D model of the vehicle in the appropriate

location. To plan a path, the operator moves a copy of the 3D vehicle model along the desired 3D

trajectory. The operator can aJso control the field of view and viewpoint for the display. Once the

opetittor has designated a path, that path is transmitted back to the vehicle, and the vehicle uses

tiffs 3D data to plan its trajectories.

VEVI is intended to be easy for operators to use _nd comprehend, but this means that it

requires some complex software and 'hardware to run. It uses 3D rendering on a stereoscopic dis.

play, along with significant computation to determine what moves of the vehicle are reasonable. It

also requites a fairly detailed model of the vehicle (e.g. about 1000 tri-polygons were necessary to

model the Dante II robot), and equipment for sensing 3D data on the vehicle.

2A,4 Discussion

Although a surprising nt_nber of DD systems Iiave been developed, they all have various lJm.

itafions that suggest that a better system is possible. FELICS's inability to perform on all but the

fla_st of terrain under low bandwidth and high delay conditions makes it inappropriate for most

uses. Semi-autonomous navigation requires detailed satellite imagery. SAN and VEVI require

that 3D dam is acquired from the remote vehicle. What is needed is a system that cmi accurately

drive with _t single camera and yet has a simple operator control station. The STRIPE system,

which was developed for this thesis, is such a system.
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Chapter 3 The STRIPE System

3.1 Requirements For A New Discrete and Delayed
Teleoperation System

None of the discrete and delayed teleoperatiou systems discussed in the previous chapter

solves all of the difficulties associated with this taSk. The STRIPE te]eoperation sy_tefn is

designed to provide a better system.

The low-bandwidth requiremet_t susgests that the system should minirtfize the amount of data

to be transfcrre.d between the vehicle and the c_etator workstation. Thus. monocular gt_scale

image data is preferred. If tinge were no object, a simple fiat-eat_ reprojection system similar to

FELICS would do a fine job. Consider the algorithm de._ribed in Figure 3.1. This is essentially

the FEL[CS system with a very ltzhited EurtOuni of movement per frame. The 5 cm distance is

fairly ax_it:ary, bu! the idea behind it is not. Flat-em'th teptojection performs poorly ff the world is

not fiat. Points very close to the vehicle are predicted with reasonable accuravy, but as tile terrain

varies a..ul the lcx_.:ion._ of lx_ints move further away the error can become overwheh_ug (see

Section ,;.7.2).
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At the operator workstation

whi].e(1)

{

_eive hmage from the vehicle _-_

Wait for the operator to pick waypoints in

the image

Project waypointsonto the vehicle's

gtoundptaneandcompute a trajectory

Transmittrajectorytothevehicle

' 'r

On the vehlde

while(1)

{

Digitizean image

Transmittheimagetotheoperator

workstation

Re_ive trajectory from operator

workstation

Follow that trajectory 5 cm

Figure 3.1 A 81topicOlam'eteend I_layed TeleopermtlonAlgorithm

Inmost applications,however,tin_doesmatter.Ifthesystemistomake any sortofreason-

ableprogressunck,'rvery-low-bandwidthand very-high.delayconditions,thevehiclemustbe able

to accurately travel a reasonable disttnce on a single command. AAtdalthough it is easy to debate

the definition of reasonable, it seems that. the order of magnitude should be meters, rather than

centimeters.

3.2 The Basic STRIPE System

STRIPE is a system for vehicle teleoperation under discrete and delayed conditions that does

enable the vehicle to accurately traverse several meters on a single command.

The basic sTRIPE system consists of three modules:

• The "Image Capture Module," which runs on the vehicle.

• The "Operator Workstation Module," which runs at the base station,

• The "Main S'IRIPE Module," which ruffs on the vehicle.
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A single image from a camera mounted on the vehicle is digitized by the Image Capture rood-_

ule. The image is then _nsmitted from the vehicle to the Operator Workstation module, where it

is displayed on a monitor. Tl_e operator then u_es a mouse to pick a series of image waypoints that

designate the path the vehicle should follow (see Figure 3.2). These 2D points are transmitted

bt_ck to the Main STRIPE Module on the vehicle, and the Image Capture Module is notified that it

should begin to send a new image to the operator.

Flliure $2 I_lntl chclllln In in Imlll.

In order to compute the vehicle's stee_'ing, the Main STRIPg_ Module must convert these 2D

image waypoints into 3D real-world points. Clearly, a simple fiat-earth reprojection, such as that

used by FF.LiC_, is not sufficiently accurate over these longer distances.

When the 2D waypoints are transmitted to the vehicle, they are irfitially projected oftto the

vehicle's current groundplane, using a pinhole camera model. The resulting 3D waypoints ere

u_sed to initiate steering of the vehicle, and the vehicle starts to move. Sea':tel times a second the

vehicle re-estimates the lofat_on of its current groundpl_e by measuring vehicle position and ori-

entation, The original image waypoints are then t_rojected onto the new groundplane to produce

new 3D waypoints and the steering directioft is adjusted appropriately. This reproject-a_d-drive

procedure is repeated until the last waypoint is reached, or until new waypoints are _eceiv¢d. An

outline Or__S _8Od _ is shown in Figure 3.3.
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/it the operator work_tatlon

Operator Workstation Modnle

wh e(1)

Receive image and positions from

the vehicle _,

Wait for the operator to pick way-

points in the image

Transmit waypoints and positions to

the vehicle

PIgure 3_1

The Bafle STRIPE System

  ht.zQitit

Image Capture Module

while(1) {

Make note of vehicle and camera

positions

Digitite an im_tge

Transmit the image and positions

to the operator workstation

IIw

STRIPE Main Module

while(l) {

- If new waypoints exist, receive

them from the operator work-

station module, otherwise

continue to u_e old waypoints

Compute current vehicle position

Project waypoims onto current

vehicle 8ro_ndplane

If there are projected waypoints in

front of the vehicle, Ul_:iate

the steering wheel angle, and

drive at the designated _peed,

otherwi_ stop the vehicle

The S4|lo STRIPE Algorithm

Consider the example scenario shown in Figure 3.4. The oversized pinhole camera represents

the camera on top of the vehicle, with the 2D waypoints on the image plane. The intersection of

the projections of each of the 2D waypoints with the actual terratn is the location of the "aclual"

3D waypoint the operator intended the vehicle to track
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_.. / Irage plnne

-,~ ,L ,_ ........ . •

I

_guro dl,4 Side view _ • road end the oorfeepOrtdlng Image, with deelgnated weypolnta,

Initially, theSTRIPE Main Module projects the 2D waypoints onto thevehicle g_oundplane,

u shown in Fi_e 3,_. After the vehiclz has begun to move, it updates its tn'ediction of the way-

points by reprojecting the origins! waypoint_ onto the new groundpl_e as shown in Figure 3.6.

Figure 3.7 shows the vehicle after it has passed several of the wayp¢ints.

Figure 9.5 TI_ 30 weypalhtS are Ini_illly prO|e_l onto the vthlcle'e
groundplar_e. The x'o reprmmnt the location of the _OJeOted point,

STRIPE has no advance lmowledge of the 3D locations of all of the waypoints. However, as

the vekicle apl_roaches t particular waypoint, _e vehicle's groundplune _comes an increasingly

accurate approximation fo_ the plane that the waypoint lles on. By the t_e the vehicle _c_s to

steer based on that particular waypoint, it has a fairly accurate a?pmximation of where that point

lies in the 3D world (see Section 4.7.2). Note that all of this movement was baled on a single

image (and so the pinhole camera does not move throughout _his segment).

t,ammt
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Figure 3.6 The ume weypolnte am mproJectedOnto the vehl©le'snew gtoundplmne.

Figure 3.7 The vehk_looontlnuN It| reproJe_t4nd-drive prooeduro.TI_
pith Imhlnd the whlO_ hmebcmhdivl¢l_i Into mmallplanar mgloni.

To make the path smoother, once the 2D waypoints arrive at the vchic1¢, a cubic spline

through the points is computed using cod_ from Numerical Recipes in C [36], and this splin¢ is

evaluated at 100 different points to generate a smooth path. If the operator only picks a single

poi_at in the image, an additional point at the bottom center of the image is transmitted as the lnt-

ttal point.

While the STRIPE Main Module is driving usittg th_ 2D waypoints Xhathave been sent from

the operator, the Image Capture Module digitizes a new image and sends it to the Operator Work-

station Module. If tho link between the Operator Workstation Module and the vehicle is very low

ba.dwidth _)r ilas a high latency, it may tare some time for this image to arrive at the Operator

Workstation. While the image is being IransngittCd, and then while the operator is picking points

in that irrmge, the vehicle continues to follow the path designated in the previous Lfn.ge, If the
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vehicle runs out of points in this path, it stops. However, if the link between the vehicle and Oper-

ator Workstation is sufficiently high bandwidth and low latency, the vehicle never runs out of

points before the next set of points is sent, and so the vehicle can move continuously.

Because the vehicle may continue to move after an image has been sent, il mey have moved

past some or all of the 2D waypoints that the operator picked in that image. In this case, any

points that are behind the vehicle are assumed to have been followed _y and are ignored.

When the Image Capture Module is signalled to send a new image to the Operator Worksta-

lion, it checks the vehicle's position and compares that with the vehicle's position the last time an

image was _nt. If.the vehicle has not nwved, and the ca,'_ra has not been panned or tilted since

thelastimage was taken,theImage CaptureModule waitsforup totwo secondsbeforedigitizing

an image. (Two seconds was a reasonable compromise between giving the operator a new image

as quickly as possible, and givin_ the operator an image that might be more useful.)

This situation always occurs at the beginr, ing of a STRIPE run. The vehicle is initially station-

ary and the first image is sent to the Operator Workstation. The operator's 2D waypoints are ,sent

to the STRIPE Main Module, and the Image Capture Module is informed that it is time to digitize

a new image. If an image were v3 be digitized immediately, the vehicle would have moved almost

no distance at all lind the next image would look identical to the first. So the Image Capture Mod-

ule waits a couple of seconds to allow the vehicle to start following any neW path that it might

have just received, and tl_en digitizes an image that will show a li_e bit of progress along the path

of 2D waypoints that was just received.

it is important to emphasize that the incremental polyhedral-earth assumption that STRIPE

makes is very different from standard fiat-earth systems. Because the STRIPE Main Module is

directly in charge of steerlng lhe vehicle, it does not need to plan all of the steering commands it

will use in advance. Instead, it can compute the steering direction as it needs it. lfi th,; STRIPE

palh tracking _tlg,3rithm, a "look-ahead distance" is a predefined constant value, t The vehicle

I.The.lookaheadforthele_s¢ondu¢ledinthisthesiswas3.9meters,apotnljus!infrontoft.heNavltbv©hi¢i¢.
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steers by finding the point on the desired path that is approxiraately one look-ahead distance away

from the vehicle, and heading towards that point.

STRIPE's continuous recomputation of the 8roundplane gives it a distinct advantage over sys-

tems like FELICS which assume a flat-earth for an axtcnded period of time. Let us review the

example of Section 2.4.1 _d see how the STRIPE coi_tinuouS r0projection performs.

. Speed: 1m/see

• Lookahcad: 5 m

• image Trans_ssio_ time: 9 s_

• PathPicking: 1.5sex

• Reply _Yansmission time: 0.5 sec

Recall that under the above conditions the vehicle needs to predict waypoints 25m ahead of

the vehicle locat;on at the time of image capture. The FELICS system incorrectly places the vehi-

cle stop point 25 m short of the actual point.

The STRIPE vehicle eventually needs to predict points 25 m ahead of the vehicle location at

the time of image capture. But at any given time, it only needs to pradict points that are one looka-

head distance in front of the vehicle_ i.e., 5 m. Figure 3.8 is ",heSTRIPE scenario corresponding to

that of Fi.gt_.te2,3, and is al_o drawn to scale. Here the STRIPE vehicle is about to switch onto a

new groundplane, that slopes down at three degrees. A point predicted one lookahead distance

ahead will currently be 0,45 m clear than it should bee But as soon as the vehicle moves on to the

new groundplanc, subsequent points on that groundplane will be correctly predicted.

Thisexample isparticularlyiUustrativeof theproblems thateven a _¢¢ryminor change in

grOundplane orientation can cause. By restricting the flat earth sssumption to _he look.ahead dis.

tance, tho _,,¢uracy can bc significantly improved.

In theversionof STRI.PE used fortheoperator testing,thevehiclelookah_adwas settou

point almost immeAi.ately in front of the vehicle. This short lookahead was chosen in order to

k_p Ihe vehicle as cl.ose as possible to the path designated by the operator. (The longer the looka-
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5.55m

2.5 m

slope = 5/100 < 3°

Figure 8.8 8TRIPE tepmJec_ti_non uneven tu-rain

heed distance, the more the vehicle would cut corners, something that is undesirable in this sort of

system.)

The origin of the Navlab 2 vehicle is on the 8round at the center of the back axle. It was

thought that operators would find picking points for the back of the vehicle unnatural, and so the

vehicie actually stopped when the front of the vehicle had just crossed the last waypoint. This was

aeeonvlished by throwing out the last three meters of waypoints at exactly the time that there

were only three meters left (]_ause, of course, had these points been thrown out earlier, it may

have been the case later, due to changes in vehicle orientation, that too many or too few points had

_¢n thrown cut). Every iteration, STRIPE eslimates the length of the path ahe,ad of the vehicle'_

origin. As soon as the length of the path ahead is estimated to be less than three meters, all of the

points ahead of the vehicle are thrown out.

Holding on to the points untiI the last minute has the additional advantage of ensurh_g that the

vehicle orientation before it reaches _ end of the path is as close as possible to the orientation

specified by all of the po_ts.

3.3 Reprojection Details

STi_IPE needs to keep track of certain coordinate frame u'ansfcrmations in order to do the

incremental reprojeetion of a path created at an old position onto a new ground plane. In particu-

lar, in order to project an image taken in a l_revi0us loc_tion to the 8roundpl_ne Of the vehicle's

current location, we need to know the transformation between ;he old camera's coordinate sy_ter,
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and the current vehicle coordinate system. In this discussion the following notation is used: the

transformation between cc and 13is denoted by T_. The equation q = IT_)P transforms the point

p (currently in a's coordinate frame) to a point q in 13's coordinate frame.

The row and column locationofthe2D image waypoim isknown. Thisisturnedintoa 3D

pointiaacamera coordinatesusingtherow and column factorsof thecamera (seeAppendix A).

The camerafocusisdefinedtobc theoriginofthecamera coordinatesystem,and thedistanceto

theimageplaneisI(therow and column factorsarescaledby thefocallength).

The _.ansforrrmtion between the vehicle coordinate frame and its corresponding camera coor-

dinate frame at the time the image was digitized will be referred to as T:.o_,

Assume th_tt we know r.he transformation between some world coordinate frame, w, and the

vehicle position when the image was taken c_'*-°_ and the transformation between the same
%a W J*

world coordinate frame and the current vehicle location '-"_n*(T. ), Then,

T__mrmt= k-v.okt)k-w )_,-w ) (3.1)

(, )-,Tv__,_,_ can be usedtocompute thelocationofthecamerafocusand theimage pointin

currentvehiclecoordinates.The vehiclegroundplaneisat z = O incurrentvehiclecoordinates,

and theintersectionofthe iiftebe_,een thecamera focusand theimage point,withthecurrent

vehiclegroundplane,islocationoftheprojectionofthatimage point.

Note that relative position information, Such as data from an ins, is sufficient for the STRIPE

system. No global positiofling information is necessary; the actual location of the origin of the

world coordinate frame is irrelevant, Absolute llmsition is irrelevant because STRIPE only needs

to know the rehttive transformation between the origin_,l position (when the image, was taken) and

the current position,

3.4 The initial User Interface

The initial design of STRIPI_ concentrated on the vehicle side of the problem, and little

thought was given to the design of the user interface, It was assumed that because human ability

to interpret images is far superior to machine ability, the system would be e.sy to use, even with a
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very _stic operaWr user interface. Figure 3.9 shows the initial user interface, which con-

sisted of three components: the image window, the control window, and ",hemessage window.

Figure 3,9

The image window, measuring about 18x12 cm on the workstation monitor, displayed the cur-

rent image transmitted from the vehicle, and was where the operator chose waypoints. The control

window aLlowed the operator to adjust the camera pan and tilt angles, stop and restart the vehicle,

and request a new image. Finally, the mcssate window provided text messages for the operator to

provide hints as to the operators task.

After ird.tiaiiZation, the operator's wot'kstat_on was in pick points mode. The operator waited

for an irttagc to appear on the image window, and then picked points by moving _e cursor to the

desired locat/on in the image and pressing the left mouse button. A small marker appeared under

cursor. It"a mistake wa_ made while picking pointg, pressint the middle mouse bulton erased

aLl of the image waypoints (and blacked out their cor_spondin8 blobs) and the operatOr could

pick new points. When the operator finished picking waypoints, the right nlouse button wa_

pressed, the points are transmitted to the vehicle, and the procedure begins again.

If, for some reason, the operator could not pick points in the current image, he or she had to

e_tit l)ick points mod_ by pressing the right mouse breton. Once out of pick points mode, the. ol_er.
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ator could use the control panel to adjust the pan and tilt angles of the camera, stop (pause) and

start (reset) remote vehicle motion, and request a new image (display next image), Pressing the

display t)ext image button also returned the operator to pick points mode.

3.$ Implementation Details

Testing is performed using the Carnegie Mellon Navlab 2 [40], a U.S. Army HMMWV

Ambulance that has boon reconfigured to be completely computer controllable (see Figure 3.10).

The STRIPE vehiclemodules run on a Sun Sparc,_ta_miI0 mounted on Navlab 2,and the

vel_iclecon_rollcrrunson a 68000.basedcornpute_:The main STRIPE reprojectionloopcan run

atup to80 Hz on aSun Spatcslatio_I0,buthastobe sloweddo_vnto5 Hz on Navlab 2toavoid

overloadingthevehicleco.u'ollcr.

Positioninginformationisp_ovid'.dby a ModUlar integratedAvionicsOroup Advanced

Development Module (MIAG ADM) .avigationand guidancesensormanufacturedby tl_elear

AstronlcsCorpor_Ltion,Localpositioninginfommtioniscompmed via3.D dead reckoningusing

attitude,betiding,and odom(_ter,and has a resolutionof 0.00102meter,and an accuracyofone

36



The STIh'PE SysL-m Impleme.mtionDetails

percent of distance travelled. Roll, pitch and yaw have a resolution of 0.00275 degrees. Roll and

pitch are actuate to 0.4 degrees, and yaw is accurate to 2 degrees.

A Sony XC75 black and white video camera with an gram len._ is mounted on a Remote

Ocean Systems pan/tilt unit centered o_ the outside of the vehicle just above the roof, at a height

of about 2.1 meters off the ground, images were captured oato a datacell color video digitizer. The

pan/tilt unit is limited to about 72 degrees of pan and 30 degrees of tilt to prevent collisions with

other equipment mounted on the vehicle.

The operator controls run on a Spare LX class potlable workstation, with the display measur-

ing approximately 21,5 crn x 16.5 cm. The display is less than idea]. It is fairly dim, suscep_iEe to

signific_nt glaze, and displays only 8 graylevels in the monochrome images.

Communicatioli between the operator workstation and the STRIPE vehicle is achieved using a

pair of Aironet Arlan 640 Wireless Ethemet Bridges with supplementary omnidirectional anten-

nas. These bridges provide line-of-site coverage at up to 380 meters between units, with a band.

width of up to 230 Kbits/sec(md. Some initial experimentation was done with a pair of c_llular

moderns, but the bandwidth and ease of use of the Arian bridges proved to be far superior,

Inter-m(_lule communication between the workstations as well as within the workstations was

achieved using the IPT u3olkit [14] with additional stubs from the ALViARN [35] libraries,

Optional ifnag_ compression was provided using JPEG [_;1] compression software which was a

minor _odification of relcas_ 4 of the Indel_n_ent YPEG Group's free JPEG software. 2 The

ALVINN tracker library provided 3D waypoint tracking.

On average, 12,9 seconds elapsed between the time the operator clicked ',he right mouse but.

ton to send the wltypoints t_ the vehicle and the time that the next image appeared on the opera.

tor's monitor. In tzldition to the time spent transmitting the data over the wireless ethemet, Otis

vaiue includes overhetd due to digitizing, waiting to get current position ".'nform_tion from the

vehicle controller (at l_ast 200 ms), JPI_G coml_ession, tnter-i_Jrocess commu_cation, JPEG

2,Avtllablefr0_ftp,tm,_tini_'tl_¢s/jl!eg
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decompression, display of graphical pan arid fllt values, and display of _c image on the operator

monitor.

STRIPE was also implemented at Lockheed Martin in Denver, Colorado using similar equip.

ment.
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Chapter 4 Error Analysis

II I

4.1 Overview

In STRIPE, each pixel in th_ operator's image corresponds to a patch of ground in the real

world that is approximately trapezoidal. A change in the shape of the terrain can cause an errvr in

the predicted real-world localion of a given pixei. In a theoretical STg!Pi_ system with perfect

sensors and perfect calibration, this error becomes almost non-existent as the vehicle approaches

the teal-wo/'ld patch of ground. However, few sensors ate perfect, and the calibration method used

for this $ystem (See Appendix A) is mflikely to produce a perfect result. Thus it is importanl to

consider how errors in the system affect the mapping ftortApiXel to _ound patch. $evaral of the

potential errors produce the sarn_ type of effect c,n _t_ predicted location of a waypoifit, and this

¢lmpter is organized into sections cof-tespondintl to those classes of errors.

4.2 Sources of Error

The six sources of error that are considered in this chapter ate: camera calibration, vehicle:-to-

¢alncra transformation, physical _¢rrain, inertial sensor"_ata, limited resolution, and human errors.
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The effectsofproblems suchas chromaticaberration,lensdistortion,and sensormisalignment

arethesistopicsintheirown right,and willbe lefttothecalibrationexperts.

4.2.1 The SLx Sources of Error

Camera Calibration

STRIPE can_ta calibration (described in Appehdix A) uses a pinhole-camera model for its

repmj_tions. The pmlx)s¢ of the calibration is to demrmine the row mad column factorS of the

camera. How does an error in the row or column facto:"affect the corresponding real world loca-

tion ofaprojectedpixel?

VehicletoCamera Tra_#fonnarion

To performSTRIPE reprojection,thesystemneedstoknow thelocationof thecamerain the

vehicle's coordinate frame. How do errors in the vehicle to camera transformation affect the pre-

dicted locationof image points in the real world7

Terraln

gl_JPl_ continuously approximates the location of a given waypoint on the ground by mpto-

jeering that waypoi_.t onto the current groan@lane. Some time before we arrive at the point on the

ground, we must us_ its estimated location to compute a steering angle. What sort of errors does

this l_.'oduce?

lner_al Data

In order to accurately reproject the image points onto the groUndplane, STRiI_E depr,nds

heavily on its knowledge of the location of the vehicle. However. an error in the inertial data is

relevant only if it accumulates rapidly. Each time a new STRIPE image is digitized, the error is

effectively reset to ,7_ro. This is becau_ the sTRIi_ rcprojections axe till relative to the location

of the vehicle when the inmge for those waypoints was digitized. Thus. e,'rors accumulate only

over a very short distance (on tl_e order of 10's of meters) and tLretherefore almost negligible,

Those errors that do exist have the same effccts as the errors in the vehicle to camera ttansfol_na-

tion.
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it is important to consider both the resolution and the accuracy of the measurements produced

by the sensor. The re._olution of our sensor, i.e., the smallest discernible reported unit, is 0.00102

meter_ for x, y, and z local position, and 0.00275 degrees for roll, pitch, and yaw. The accuracy,

i.e., the _grc¢ to wltich the information matches true or accepted values is 1% of dis_ce u'av.

eiled for x, y, and z local position, 0.4 degrees for roll and pitch, and 2.0 degree_ for yaw, How

does an e_or in the rep<r¢_ value of the inertial data affect the reprojection of the STRIPE

points?

Error Due To Limited Resolution

A pixel in the image con'esponds to a patch on the ground that is approximately trapezoidal.

As you move up the y-axis of _e image plane, a pixel represents a larger and larger patch of

ground. How large do the_ _"apezoid_ become?

Human Error

An intesralpmz ofthe STRIPE systemisthehuman operator,who choosesthe 2i)image

points. The human introduces two types of errors. First, what is the trmgnlmde of the error in the

location of a waypoint when a human operator picks u point a pLxel or two away from the

intended one in the image7 An analysis of the effects of this sort of error are presented in this

chapter.

The other type of human error is mote difficult to quantify. How often is a human confused by

the image that is pre_nted, and picks a point that has #io i'_lation to whet,: h¢ or she wishes the

vehicle to go. The user studies described iv Chapter 6 provide insight into this question.

4.3 Coordinate Frames

Figure4.1and l_igum4.2show thecoordinattframesusedthroughoutthischapter.Figt_."e4.1

shows thevehiclecoordinateframe,theoriginofwhich lieson thegrounddirectlybelow theten-

mr of_ realaxle.Figure.4.2shows thecameracoordinateframe,whichhas itsoriginatthvcam-

em focus,asviewedfrofn_.hesideofth_camera,aswellastheprojectionof_nccoordinateframe

ontotl_¢image planeasviewedfrom infrontofthevehicle.
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Figure 4.1 1_ vohiate ooordlnate frame, as viewed from the side and from al_ve.

Camer_ Side View Image Plane Front View

__z .__.4,, . pitch

roll

Figure 4.2 "i'Pie©smec|'e ©¢o_llnate frame, is viewed from the Sldo of the octal'a, and i. front of

the e,ament on the Imago plane.

4.4 Assumptions

Many of the following sections contain graphs and values of the error_ for a scenario roughly

bawd on the tyl_ical STRIPE setup. Unless otherwise noted, these assume that:

TD: camera has a focal lcng_ of 10 millimeters.

111(; camera has zero mU or yaw, and has a pitch of-15 degrees.

Tho camera is located at z=3 meters in vehicle ¢(mrdinates.

Tht_ hum_ intends to pick the optimal pixel in the image for _t: given task.
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The camera has a vertical field of view of 35 degrees, and 500 rows.

The camera has a horizoattl field of view of 42 degrees, and 600 columns.

Note that the iast two assumptions mean that the width of a pixei is different from its height.

In the sections that follow, the term "vertical pixer', ot "vpixel", will be used to describe the

height of a l_el, and "horizontal l_el", or "hpixel", will be used to describe a pixel's width.

4.$ Errors Along The Vehicle's x, y, and z Axes

4.$.1 Errors Along The Vehicle's x and y Axes

F.z'ron along the x and y axes of the vehicle have a constant effect on the p_jected position of

the waypoint on the 8roundplane. FigUre 4.3 shows the case where the calibration shows the cam-

era to be a distane_ e fu_.'_herforward along the x axis than it really is. Simple geomeu T shows that

this puts the actual location of the projected point at a distance e closer to tl'.e vehicle along the x

axis than exi_c_d.

-c-

Figure 4.3 Error in the x vehicle to camera translation.

Similarly, Figure 4.4 shows the case where the calibration puls the camera a distance • to the

left of the actual camera origin. In this situation, the actual waypoint lies at a distance • to the

right (i.e., along the y axis in vehicle coordinates) on the ground from the predicted location.

/

//

Figure 4.4 irro¢ In thi y vehlole to c:amart translation,
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Clearly an error in the calibration of either one of these components, even one as largo as 10 or

20 centimeters, would have little effect on the accuracy of the system as a whole.

Similarly, the error due to inertial sensor accuracy is reset to zero every time a new image is

digitir_d. Over a 30 meter course one would expect the x error to aecumulate to no more than

about 30 centimeters, again not too si_ca_t a deviation.

4_q.2 Errors along the vehicle's z axis

What is the effect of an error along the vehicle's z axis? Consider Figure 4.5.

Figure 4.8 Error Inthe z vahloleto oamera translm_lon.

a b
= -- _.I)

a+¢ b+¢

b• c ._ _(a+_.._ (4.2)
ft

c b
- • - (4.3)
¢ &

What kind of error due to calibration can we expect to se¢ in practice? Figure 4.6 shows the

magnitude of c, the error along the vehicle's y axis, for different values of h and c. Figure 4.7

shows the magnitude of c when e is fixed at $ centimeters.

4.6 Errors along the image plane

What happens ff the computed location of a 2D point on the image plane, along one or both

axes, is incorrect? As will be shown in sections 4.6.1 and 4.6.2, errors parallel to the image

plane's x axis produce errors On the groan@lane parallel to the vehicle's x _is, and errors paral-

lel to the image plane's y axis prcxluce groundplane error.qparallel to the vehicle's y axis.
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c (_eCe_a)

Figure 4.0 Error due to It Vehicle to cgmerx calibration error In z.

c
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10 20 30 -- 40 k, (meters)

|trOtdue tOx vthMk_ tooimera ullbmtlc._errorInz of8 eentJmetem,

4.6.1 Errors pa_llel to the y axis of the image plane

4.6.1,1 Derivation

Consider Figure 4.8. The camera f(_cusis at point A, and the image plane lies along line

(thUS f, Ihc camera focal length, is the length of line segment A-_ ). The c_unel'a is tilted at an

angle n; .- _ from the horizontal. The chosen point actually lies at a distance b above the center of

the image plane, but _e p _rt_dicted image poit_t is an additional error c fus_her up the image phme.
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• "-......./L.>( "
4
0

Figuro4.8 E_or alongthe y axis of tl_e Image plane

Problem:compute m, thecdditi(maldistancealongthegroundplane,theerrorwillintroduce,

interms of:

h:heightofthecameraabove theground

b:correctverticaldistancealongimage plane

e:additionalvellicaldislancealongimage planedue torow f_ctorerror

i?.:focal length --length of line segment AB.

_:90 -tiltofthecamera("90minus tiltofthecan_ra")

The resultisa rathercomplexand r01atiw:lyunreveal[ngequation.Ratherthanpresentingthe

fullequation,thenlg(mth_ forcomputingm ispresented:

e = at,nb (4.4)

t..n(e,-8) = b÷._cf (4.5)

{'b.,.='_
_}= aum_--_-./- 6 (4.6).,

d = t tan(1_4.6) (4.?)

d+m = h.mn(i_÷e+8) (4,8)
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m = h(t_(ll÷e+8)-u_(l_÷e)) = h co.(÷e÷8)co_(l_e)

I .in (6)m -- h _+e.S)co_(_;e)J (4.1o)

4.6,1.2 Effect

Despite the ugliness of the cquatioris, some more straightforward intormation ca_ be $1e_e.d

from simply considering the situation.

The most important variable is the sum of _ and O.As j_+Oapproaches 90 degrees, m, no mat-

t_r how small ¢ may be, approaches infinity. As JY+8becomes smaller, Thesame value of e pro-

duc_s decreasing values for m. Th© STRIPE scenario reduces the lik=lihood that J]_ would be

near 90 degrees, since there does not tend to be sufficient details fix features ne_ the horizon line

for a point to be chosen there.

Figure 4.9 shows the error along the ground (m) for some reachable distances (d), given an

error of e vertical pixels for our standard setup described in Section 4.4.

6 0

2

Fi|um 4.¢ Error siting tllOy axis Ofthe Image plane.
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4.6.1.3 Conditions

An error along the y axis of the image plane can occur because of human error in point pick-

tug, and because of an error in the computed row factor.

Human Error

A human's ability to accurately pick a point is independent of the location of that point in the

image. Figure 4.10 shows the effect of an error of one pixel along the y axis.

n-. (n'.eters)

0._

0.3

0.2

0.1

0 , ¢:. (_.eterr)
_0 20 30 _,C

Flgum 4.10 An errorofone vplxelalong the y axlsofthe Imege

Error Due To Limited Resolution

Figure 4.10 can also be interpreted as the longitudinal size of the projection of a pixel on the

groundplane as one moves up the image plane.

£nvr in Row Factor

The row factor is the distance between two adjacent row centers, scaled by the focal length.

An error in row factor accumulates as the at)solute value of the y position on the imago plane

increases, Th. _..,_ the length of b in Figure 4.8 increases, so will e, This effect is demonstrated in
g

Figure, 4.11. "[,,e graph assumes that there is an error of _--6-6vpixcl in row factor, i.e., at the imago
4

center the error due to row factor is (e) 0, 10 pixels up from the image center e is _--_vpixei, and at

the top of the linage, e is 2, vpixel. Note that Figure 4,11 does not inch]de values for d less San

about 12, because when d is smaller the ray AE passes _:ough the lower half of the image,
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i._e'.ers)

0.8

0.6

0.4

0.2

C ----_ i_ 2C 3'0 4"_ d

Figure 4.11 Error In rowfa_or,

(meuer_)

Error in the vehicle to camera pitch

An ¢i_ in t_ vehicle to camera pitch of_. (see Figure: :..12) is equivalenl to assundng that

in Figure 4.8 is known and has a value of 7_(thus eliminating the head to know the value of e in

that computation). Figure 4.13 and Figure 4.1.4 show how pitch and distance affect the location of

a waypoint on the ground.

Flgma 4.12 l[rrQr In the vehlol: to aamem pitoh
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:T. (met: e.-'s }

• - • .... . i , •

1¢ 20 30 _0
c_ (me:or.)

Figure 4.14 Error duo to I pitoh of 0.6 dlgrNJ,

Error i_ the tm, m'al senso/" pitch

The accuracy of the inertial sensor is _t 0.57 degree angle in pi.tch, very close to that depicted

in Figurc 4.14.
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4.6,2 Errors parallel to the x axis of the image plane

4.6.2.1 Derivation

Consider Figure 4.15, which is an extension to Figure 4.8. Those angles and points with the

same labei represent the ._ame object. The camera's focus is stiU at point A, and a three.dimen-

sional representation of the iJnage plane is presented. H is the actual point chosen, and the ray

intersects the grou_tdplane at point J. However, due to an error in the column factor, we are

actually projecting out along the ray g'_.

/ ,/- "\ 'b /

/ ,N. -,I ............

01 N_J

I

Figure 4.15 Error lilon_ the X HIe of the Imago plJhe.

Problem: compute the length o£ rJ, the error along the,. ground due to the incorrect column

factor, in terms of:

• _]]: vcrficitl dist.n_ along the image plane

• OH : horizontal dist_cc along the image plane due, to column factor error

• _: tilt of the camera
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...a..

f:focallength= lengthofAB

h:heightofthecameraabove theground---lengthof_-A

X--_2 = :+B-E 2

D

:RAI-I--atan-_

- h.tan(ll+ :.AH)

A---3= = h2+ 0-'J'

4.6.2.2 Effect

ii = ¢3"g._
A-VI

(4.11)

(4.12)

(4.13)

(4.14)

(4.15)

(4.16)

In practice, the effect of an error along the x axis of the image plane has a significantly smaller

effect 1hart that of an error along the y axis (see Figure ,;.16).

Z_ (.'._o;o_s) " L0
0.;

GH (l'_p-xe'- s 1

0,7 (r_e_e.-_} _ ""

_0

Figure 4.16 I_tr_ sk_ng the x |i._le of the Image plane.

Hu_n _rror

Figure 4.17 show_ the effect of ,n error of one hl_ixel ,long the x axis of the image plane
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-j

0 .C5

¢ .¢4

¢.03

C ,02

0,0Z

Fi|ure 4.17

10 " 2_-- ' ' 3'0 - 40 OZ (_et_==_

An error of one hplxel elcbngthe x axle of the Image plane

ErrorDue ToLlm#ed Resolution

Figure_..I"/canalsobe interpretedas thehorizontalsizeoftheprojectionof a pixelon the

groundplan¢asone moves up theimage plane.

Error_nColunm Factor

The column factoraccumulatesas theabsolutevalueof thex positionon theimage pl_e
4

increases.Figure4.18shows thiseffect,withan errorof _--_hpixelincolumn factor(m_a_ingan

errorattheright side of the image is2. hpixel

0.]

_.08

O.OE

0.0_

0.0;

OC . 25,_

OJ • 19_

100 _00 300

Figure 4.18 Error In column f_mr,
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4.6.3 Errors about both axes of the Image plane

An error in the vehicle to camera roll due to calibration or the inertial sensor has an effect on

any given point similar _o _ac of an error in both the row and column factor. Simply use Ax for

the magnitude of _ _ Figure 4.15 and &y for the magnitude ofe in Figure 4.8

_y = rsin(_+l])-rsinrl (4.17)

= rcos (_+_) -rcosrl (4.18)

Figure 4.11) Error In Vehk:le to Camera Roll

Figure 4.20 shows the effect of an _rr(_r in roll for _c/_y component of roll, for various val-

ues of _ and _. Figure 4,21 shows how the. projection of the Ay component behaves when 13= O.

Figure 4.20 is actually the result of takiflg the difference between Figur_ 4.21 and itself offset by

TI. Figure 4.22 and Figure 4.23 show the correspor_ding effect for the _,x compon.ent.
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er.-o:. (.'meters)

2

_-- --+_ _g/2 3 ze:_ (ra¢t:.a._B)

Figure 4,21 Error in roll: y axle oo#tpbnent, r= 50 vplxel, 4=0

4.7 Other Errors

4.7.1 Error in the Vehicle to Camera Yaw

Am en'o+rof Otin tlic vchi¢l© to camera yaw (Figure 4.24) duc to either calibration or inertiml

error result_ in _n error in the X and y position of _e proju:ted point on Ibe ground
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error (_e_e_)

Figure 4.22

_v2

Error in roll, x axis component at 60 vplxel radius.

error frre_.(_rB )

!

0._

t

-0.: _

Fliute 4.23 Error In roll, x-llXlo ©omponent, r = 60 vplxel, TI,,O

ze-.a (:adJ.ans)

©rrorinx = dsin(r.t+,)-dsln'c

ertoriny • dcost-dcos (or,t)
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// .... -7/

/ _"-'_'-_' d: '"- //
{ ,, •

T

Figure 4.24 Error in the Yehlcle to camera yaw.

Figure 4..25 and Figure 4.26 show the X component of the error at d= 25m, and Fisure ,;.27

and Figure 4.28 show the Y component of the error.

FHium 4._

(_Lo;er8) 2

alpha (rad;.ans)

It/4 _"[/-4t/2
rU2

X _omponent of error in vehicle to cilmera yaw at a'd ,t 28 m.

e_ro_: (.T.e_era)

Figure 4,28 X ._omponent ef I!rmt It, vthlole '_ camera yaw et de28m, T,,O
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error (ne_=s)

o:::I/

Rgute 4.28 Y (.'omponwnt of Era'or in _mhi¢le tO _mere yaw at d_,28m,

4.7.2 Ertot_ Due to Varying Terrain.

STRIPE continuously _pproximates fl'_ location of a given waypoint on the groun_ by repro-

jeering that waypoint onto the current groundplane. Sometime before we arrive at tli_ point on the

ground, we must .so it.,,estimated location to compute a steering angle. If the groundplane under

the vehicle doesnot match the plane of the poit_t,there will b¢ an trtot in this estimate (._ Figure

4.29), The camera is located at point A, and we _re considering the projection of a pixe'_ that
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A

h

I

J

q

Figure 4._9 Efrori due tO WU_ing terrain

makes an angle a with the hoJ_zontal. The vehicle sits on the horizontal plane e and immediately

in front of th© vehicle, the groundplane changes, and makes an angle of 0 with the horizontal

Problem: What is _, the r_tio between the erroneous distance computed and the actual distance,

given:

c_: the m1_¢ the projection ofche pix¢l makes with the horizontal

6: the angle chat the new groundplane makes with the current one

h: dze height of the camera off the _ound

e = 11.cottz (4.21)

1 = csinO ,, bsin (ct-O) (4.22)

b ,; esin0
tin (U - e) (4.23)

q = (b + d) • cosec (4.24)

AJ3 alternative way to consider this is as the mtet'_¢tion of two line _csments. that intersect

when y! = Y2:

Yl = _'hx +h _ h-xtartc( Y2 _; _x ,, -xt_0 (4,25)
e. q

h-- xtanu. - -xtane (4.26)

h
x _ q --- loner-t_ue (4.27)
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h
• = -- (4.28)

tang

h h (4.29)

Figure 4.30 shows how the error due to change in terrain is related to the orientation of the ter-

rain relative to the vehicle's _oundplane and the distance to the projected point on that ground-

plane. Figure 4.31 shows that same error for a fixed _stance of 5 meters to the projected point on

the ground.

e

FiilUm4.30 |rrbr due to oh|hie In terrain.

q-e {n¢_er_)

' ---- :h,::e (deGrees)

5 10

Figure 4.31 Error due to change In terrain for • point ptoJm:ldd onto
the vllllole'l grOundpisfie it IDm.
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4.8 Combinations of Errors

Most of the en'ors considered here have an effect of moving the projection ray along the x or y

axis of the image plane, as shown in Figures 4.8 and Figures 4.15. in the worst ca_e, errors on the

y axis (similarly the x axis) of the image plane would sum together to provide a combined error in

the projection ray.

4.8.1 Summation of errors along the y axis of the image plane

The errors along the y axis of the irhage plane are detailed in Section 4.6. l and 4.6.3, and con-

sist of errors due to human error, llmitcd resolution, row factor, vehicle to camera pitch, and vehi-

cle to camera roll. Thus the wc_t error along the y aXis of the image plane is:.

Worst error along x axis = (Human error in pix_ls × vpixel)

+ (1 × vpixel)

÷ (Row factor error × Vertical distance from image center)

+ (Pitch error along image plane)

+ Roll error along the y axis

(4.30)

Allofthequantitieson therighthand sideofEquation(4.30)aremeasuredalongthey axisof

the imageplaneinthepreviousderiva_ons,exceptforthepitchenor,which isusury thoughtof

asan errorinangie,ratherthana physical_stancoalongtheimage plane.From Figure4.8 and

Equations(4.4)and (4.5),we can deriw thepitcherroralongtheimageplane:

Pitch error along image plane = f x tan (O + 6) - b (4.31)

Given specifications for particular sensors, a worst case error along the y axis of 1he image

planecouldbe computed usin_Equations(4.30)and (4.31)togetherwiththealgorithmpresented

inEquations(4.4)through(4.10).
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4.8.2 Summation of errors along the x axis of the image plane

The errors along the x axis of the image plane are detailed in Section 4.6.2 and 4.6.3, and con-

sist of errors due to human error, limited resolution, column factor, and vehicle to careen roll,

Thus the worst error along the x axis of the image plane is:

Worst error along -; axis = (Human error in pixels x hpixel) (4.32)

+ (1 × hpixel)

+ (Col factor error × Horizontal distance from image center)

+ Roll error along the x axis

Given specifications for ptnicuiar sensors, a worst case error along the x axis of the image

plane could be computed using Equations (4.32) together with the algorithm presented in Equa-

tions (4.1I)through(4.16).

4.9 Discussion
?

The errors with the largest effect are those along _e y axis of the image plane. In particular,

the most significant effect is caused by an error in vehicle to camera pitch (_e? Section 4.6.1). A

small error in this measurement can lead ix)a relatively large error along the vehicle's y axis. To

attempt to minimize _e pitch em3r in the system, the vehicle to camera pitch is rccaLibrated at ths

beginning of the day, using the procedure described in Section A.2.

Most of thepotentialerrorsdescribedinthischapterbecome increasinglyworse astS_dig-

tancefromthe vehicletolheprojectedpointincreases.Withoutexceptionallyaccuratecalibra-

tion,thesystemwould probablyf_ilmiserablyatdistancesof40 or5()meters.STRIPE operators,

however,arcinstructedtoselectpointscm_cfully,and toavoidselectingpointsthataresohighup

intheimage thattheycan not selectthem accurately.When operatorspickpointsintheI0-25

meterra_ige,theerroxsdescribedinthischapterbecome much lesssignificant.
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Chapter 5 Enhancing the User Interface

_ I I

$.1 Operator Difficulties

Early trials of STRIPE conducted at Lockhee_ Martin. produced several unexpected com-

ptvJnts from operators. They reported that the system was much more difficult to use than

expected_ and Chat it took significant practice to be able to successfully navigate along the dirt

roadsthat_ey use.dforl¢sting.The problemdidnotseem tobe inlearninghow tousethe system,

butwithinmrpretingtheimages,and detexrniningvehiclelocation.

Inretrospect,thisshouldnothavebeena surprise.Experiencewiththemore traditionalhigh-

bandwidth_md low-delaytelc,opetationshows thatoperatorshave a mndcncy togetdisoriented

and lostfaixlyeasily,even with landmarksand a map of the area(seeSections2,3.1.1and

2.2.1.I).InSTRIPE, thelow frequencyofimagesmay actuallyaggravatetheproblem.Because

there is a significant delay between images, opelatcr_-s cannot use the image flow _o get a feel for

vehicle motion.

Operators also _eme..d to have difficult 5, transferring Ihe pan and lilt angle values to an under-

standing of camera orientalion. For example., consider an on-mad drivinL.,scenario. With the cam.

cr_ pointing straight ahead, the operator decides to make a left turn at an u_oming junction.
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Enbmsclngthe Uxr Interface Operator Difficulties

When the vehicleisstillsome distancefrom thejunction,theimagessentback from thecamera

pointing.straightaheadprovidea viewofthecurt#hiroadaswellasthejunction,and theoperator

easilypickspointstotnovethevehicletowardsthejut_ction.When thevehiclegets¢1osertothe

junction,thecalneramust be panned tothelefttoseeabetterviewof theroadbehindthejunc-

tion,and an imase isdigicizccl.A typicalOl_tatorcomment is,"IfIpickthispointintheimage,

how sharplywillthevehicleturn?"The problemscornstobc one ofunderstandingwhich pointin

thetealworldcorrespondstoachosenpointintheimage.Thisdoesnotseem tobe asmuch ofa

probleminhigher-bandwidth_cleoperalionsystems,probablybecausethemore frequentdisplay

ofnew image dataprovidestheoperatorwitha better_n_c ofthevehicle'smolionrclativvtothe

cameradirection.

Ftxing the orientation of the camera on the vehicle does not solve the problem of choosing an

app:'opriate path in a complex image. 1=o:example, consider the images in Figure 5.1. Both are

images taken from a vehicle driving akmg a road with a fixed camera. In Figure 5.1 a, the path to

choose to conti.nu_ dsiving along the road is quite clear. However, Figure 5.1 b was taken at an

intersection where a single image provides few clues as to where to steer.

a b

Figure 8.1 (J*)Ah esity reed (b) A difficult I.ttmeetlon
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Developing the Operator interface

It became clear from the early con_ents of operators that concentrating only on the vehicle

side of the problem was a mistake. The current operator interface left much to be desired.

S.2,1 Fixing the easy problems

First, there were some basic problems that needed to _ corrected. One major problem was the

reporting of the pan and till angle. While there was a location for selecting the desi_d pan end tilt

angles, there was no mechanism that reported the actual camera angles corresponding to the cur-

rent image. This is a problem, both because of the delays in the system that might mean that the

current image was taken with the old ce.rnera position, and because the actual pan/tilt position

might notexactlymatch therequestedposition.

Next, "pause" and "cesef' seemed to be unclear labels for the buttons, so these were renamed

"stop vehicle" and "restm't vehicle."

The updated version of the basic control window is shown in Figure 5.2, along with the new

"cam.era angle information" window that shows the cu.trent camera position.

5.2.2 Considering the harder problems

Even with the updated windows, the operator complaints described in Section 5.1 were no

closer to being solved. The cornpJatnts seemed to fit into three categories: "difficult" images (as in

Figure 5. lb), confusio_ about camera angles, and disorientation.

D(fficuitImages

One coulcl inmgine annotating the images based on data gathered from other sensors on the

vehicle in an attempt to give. the operator a better understanding of what they were viewing. Short

of doing that, ther_ did not seem to be much that could be done at the interface side to help, other

than offering the operator the opportunity to move the cameras lind digitize another image.
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¢lmtrl ¢(mgrQ I$:

P_n:_,.... ,J_ rim -:..Lc,..J_-

JFEG ¢emjlressltn: Off

flat|It $lmullgld

Trlcl_w: ¢¢_r_ro|llr

Imlll Hlrldshl_Rl: Vet.

ImlCJi Itlselutlon: B41x4410

Figure 5.2

timer* Amllis POP C11ml_ Imlg';: ....

Pin ,, 0.00 Tiff- .-12,1ili

The upcla_edoontrol window and angle window

Confusion About Camera Angles

Of cour_, once the operator is allowed to move the camera, it would be nice if _ey were able

to move it to the correct orientation. Early comments seemed to indicate that this was a more dif-

ficldt problem than expected, This was a problem that might be helped by a redesign of the opera-

tor interface, Two alternative interfaces wer_ developed.

The "dashboard interface" (Figure 5.3) attempts to Show visually the camera pan by display-

ing whore the imago would appear if it were viewed through the window of a ,1chicle with a 100

d¢lt_ field of view (about the field of view of a rninivan window]. The width and height of the

v'a'tualknage are scaledaccordingly.As theoperatorincreasesor decreasesthepan valueinthe

centre1window, thevixtualimage inthecontrolwindow moves leftorrightas appropriate.When

a new image arrive._ in the image window, the angle window is updated to conlain _c curttmt val-

ues of the pan and _ilt angles, as well as an appropriate dashboard image.
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¢imilql Cliil_lli:

Piui: I_ _ ,_" Tilt: -1._t." L.__

®

ctma.a Antles For ¢vwmnt ImiSt:

Pin - IiJid Tilt * -13,tl

®

Figure 5.3 "rl_ oentrol snd sngte wlndowe with the dasllboard lnterfst_e

The dashboard interface provides a visual aid for the operator for the pan of the camera, but

relics on the operator to understand tilt without a visual cue. The "compass interface" (Figure 5.4)

gives the operator a visual representation of both the pan and the tilt dimensions. The left graphic

on the control window is intended to represent an overhead view of the vehicle. The triangle of

black represents the horizontal field of vJ.ew of the camera, drawn to scale, and rotates up and

down as the operator adjusts the pan. The right graphic represents a side view of the vehicle, and

the corresponding vertical field of view and tilt of the camera. As the operator adjusts the till the

field of view _aphic moves appropriately. When a new image is displayed in the image window,

the angle window displays bolh the pan and till values as well as the corresponding graphics.

Dt.wrientation

There is seine anecdotal evidence that on-line map interfaces can help reduce disorientation in

high bandwidth te.lcoperation systems. Amai r¢_ that when a now operator begins using a

direct tCleoperation s;ystem, they spend most of their time concenU, atin$ on driving the vel_Acle.

and do not rain: the ttxa¢ to look at the dynamic map. F.xpericnced oparators ,_il often encoarag¢

new operators to stop the vel_icl0 and take the time to examine the map display I

1, Afnat,Weady$., Peri0nalCortespond¢flee:,gafldiaNationalLaboratort_-s,Albuqt_f.'rque,N.'M,November
1993.
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Comers Cont*sls:

Figure 5.4

i Ill .... ° ......

Cam_r_ _njles For Ctlrrs_t ;range:

Fan,, 11_P Tilt= -13J3

-dr

The control and angle windows with _ compass interface

The fact that STRIPE opc,rators have to wait between images lea_,_ to the hypothesis fl_at a

dynamic map might be evim more natural for new STRIPE op-..rators _o use. A very simple 1_ap

interface was developed as an aid to both new and experienced operators. This is shown in

Figure5.5.

The 1nap showsthe vehicle, and a vector pointing towards the goal. The horizontal axis of the

map is paraUcl to the real world x-axis, and the vertical axis of the map is parallel to the real world

y.axis. ]_vety time a STP.JPE image is delivered to the operator, t._e map is updated: the o].d vehi-

cle location is f_led and the new location is drawn (Fibre 5.6).

I_lgure$._

m

The map Imarfaea: wh]cle and dlreotlon t_,goal
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II i i

Figure s.6 Tht map intotfs(_e:a/ter •/ew iterations

If the vehicle l_ms off the edge of the map, the map is redrawn so that the vehicle begins in its

center again. When the goal is located on the visible area of the map, it is displayed as a star

(Figur_ 5.7).

nr- --

Figure 8.7 "themap Interred: With goal viSible.

An :,nproved.'ystem ?

Intuitively, it _emed as though _'_e changes to the interface should all be impro,:ements. As

probably the most experienced STRIPE user, I certainly believed that both the _,mpass and map

interfacez aided me in my use of sTRIPE. What ren_ned to be determined was how unbiased

operators felt about the differe, nt components of the system,
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Chapter 6 investigating the User Interface

6.1 :+Introduction

The l:_formance of the STRIPE system i_ directly dependent on the performance of the oper-

ator. The real value of the System depends entirely on the abili V of an operator to pick poi_t_ that

ac,cumtely conespond to the real world lofations that the vehicle should traverse.

It was clear that information was needed about how operators make use of the system. A

series of experiments was desisnc',d co test the ability of novice operatoi'S to use the STRIPE sys-

tem and to compare the various interfaces.

The decision to use novice operators was based on several criteria. First, if novices perfornled

satisfactorily, it would seem likely ti_at expert users of thc system should do better. NeXt, some of

the potential applications of the system involved novice operators. Finally, it was more practical

to use novices. The setup and rim-time costs of this system were very expensive in terms of per-

son-hours and the hours of access to the test site were limited by the owner. The sit_ war essen-

tially ttfcessible to anyone whc_wandered by, and so at_y obstacles set up dmint; the day had to be

collected and brotlght bltck to the lab in the evening. Whenever the vehicle was being remotely

ot_crated, a safety driver was needed in addition to the operator trainer. In uddition, the o_rator

71

• _ T __



]

Invem'lgsttugthe Umr inte_ Method

environment (see Section 6.2.5) was not a particularly pleasant place to remain for an extended

period of time.

6.2 Method

6.2.1 Participants

6.2.1.1 G_neral Infotnuttlon

A total of 19 individuals participated in the experiment, which was reviewed and approved by

the Carnegie Mellon Universi W Provost's office in accordance with the requirements of Public

Law 99-158 as implemented by Part 46 of Title 45 of The Code of Federtl_Regulations and Gen-

eral. Assurance No. M1462.

Most participants respm_ded to an advertisement requesting volunteers on a computer bulletin

board. A few participants heard about the study throug]_ word of mouth. All participants were

given a questionnaire (see Appendix C) to establish background information. Six women and thir-

teen men participated, with ages ranging from 20 to 52. All but one have university degrees. All

participants were licev sed to drive in the United States. Most were students, faculty, or staff at

Carnegie Mellon Univm'sity, though a few individuals associated with someone at Carnegie Mel-

lon also p_icipated in the study. Moat of the participants have a scientific background: eight in

Computer Scic_ce, three in Endearing, four in the traditional sciences, and one each in Robot-

its, Cognitive Science, Education & Adndnistrafion, and Urban Planning. All of the participants

used computers daffy, and mo_t responded that they Liked computers. Most of the participants

played video games less than once a week. Individuals received gift certificates for ice cream

cones in e.xchange for _kiu;; part in the study.

Only two participants had experience with remote control devices (other than toy cars and

television re_motes). Operator 24, who has a degree in Robotics, had operated an adept 550 robot

an_. Operator 42, with a degree in Computer Science, worked with a remotely controlled skid-

steered vehicle. Both of these individuals' tests were invalidated by software and/or hardware

failure. (see Section 6.2.] .2).

Mote detailed information about the individual participants can be found in Appendix C.
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6._.1.2 J_valldated Tests

Five of the participants, numbers 23. 24, 32, 42, and 43, experienced major software and/or

hardwarefailuresduringtheirtests.Empiricaldataabouttheix performancewas not usedfrom

these tests, however a critical incident analysis of their tests was performed, and this verbal data

has been u_ed in this thesis.

6.2.2 Test Site

Te_ts were conducted at the Nine Mile Slag Heap. located about Three miles from the Carnegie

Mellon Campus. The site is closed to the public. On the majority of the site there is minimal foli-

age, mostly weeds and the occasional small l_'oc, wi_ some large trees at the edges of the site.

Most of the 8round is covered with slag, a by-product of the steel manufacturing industry that

resembles black gravel.

28 inch bright orange traffic cones were used to define the courses, A few of the cones had

reflective collars, but none of them stood out very well against the slag in the grayscale images

apl_caring on the operator workstation. Stripes of matt blue road marking tape were added to the

cones to improve their visibility in the images.

6.2.3 Speed Control

Because of problem.q with the Navlab 2's speed control system, the accelerator and brake ped-

als were manually operated by the safety driver, A speaker mounted over the _-lver's shoulder

would play ofte sound to indicate that the driver should start to move, and another sound indicat-

tug that the brak_ should be applied, Safety drivers were asked to try to maintain a speed of

0,5 m/s when moving, though there was probably some variation between driven.

6.2.4 Inertial SenSor Problems

All operators except 35 and 62 ran using the MIAG inertia] sensor (see Section 3.5) to provide

x, y, z, roll, pitch, and yaw data, Operator 35 ran in a mode where x and y were computed using

dead reckoning, Z, roll, pitch, and yaw were provided by the MLAG inertial sensor. Operator 62

ran completely in dead reckoning mode. Since STRIPE essentially "resets" its position every time

a new imag_ is digitized, the results for operators 35 and 62 have minimal additional errors,
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6.2.$ Operator Control Station

Details of the hardware used in the system can be found in Section 3.5. One important point

worth repeating is the poor quality of the images on the operator's monitor. Displaying only 8 dif-

ferent g_ylevels, in_ges were sometimes difficult to understand.

The operator control station was located in a cargo van (see Figure 6.1) A card table and two

chairs were set up for the operator and observer. A mouse was attached to the laptop and used

instead of the trackbail. Because the Wireless ethernet bridges required Line of site communica-

tion, the STRIPE vehicle actually passed by the operator contro! station in the first task, and might

have been visible through a side window on the other tasks. To prevent the operator from seeing

the STRIPE vehicle, curtains were hung in front of most of the van's windows.

Power for the laptop and wireless ethernet was provided by running a power inverter through

the cargo van's cigarette lighter. The cargo van worked reasonably well, but was not an ideal lab-

oratory. While it had air conditioning, it wasn't powerful enough to really keep the entire corn-
?

partment cool in the middle of summer. It was also a fairly cramped space.

The van had to be moved between the Past and second tasks to maintain line-of-site contact

with the STRIPE _el'dcle. This required the operator and observer to move to the vehicle's scats,

and the operatc¢ to close his oJ:her eyes as the vehicle was slowly driven to the site for the second

and thh_ task_, about 100 meters away. Finally, operators had to avoid looking through the ft.'oat

windshield as they returned to the table.

6.2.6 Variables

6.2.6.1 Vehicle Teat Cour_

Each operator remotely controlled the Carnegie Mellon Navlab using the STRIPE system

over 3 distinct test courses.

Course I: Path Followfng

This course consists of an "obvious" path about i 20 meters long. To ensure that the path was

sufficiently obvious, traffic cones were placed on either side of the path. The path varied between

about $.5 and 6.5 meters in width, _md tht_cones were placed nbom every 9-10 moters along the
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driver & passenget._--.-_.__

seats -___. __T .....

mousepad.__ _ _ _ seat

laptop _ _

card table P'I _ windows

_¢overed
with

curtains

Figure 6.1 Bird'e-eye view of operator Qotttrol Station

path. Between the last two cones on the path, a yellow tape was laid to designate a stop point.

Figure 6.2 shows a bird's-eye view of the location of the cones for the first path, with _e start

position at the bottom facing the path. Figure 6.3 shows the view from the Navlab II camera at the

starting position of task 1, with the cargo van highlighted.

Table6.]shows theapproximatepositionsoftheleftand rightconesfortaskone,alongwith

the vehiclestartposition.For thisdata,x pointsEast,y pointsNorth,and z pointsupwards

towardsthesky.Thisdatawas collectedusingtheinertialsensoron theNavlabi]vehicle,which

hasa tendencytodriRsomewhat overtime.The datawas collectedby initializingatthestartposi-

tionand drivin 8 to each of the cones on the left hand side in order, then _initializing at the start

and driving to each of the cones on the right hand side in order. The path starts out on a paved

slo_, which curves round to the left and then right and becomes a more horizontal d_ and gravel

road with some potholes.
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Figure 6.2

e •

$ m

e

)

e

)

e
)

• e

A blrd'e-eye view of IomflJonof oone8 for path 1. The cone at the
bottom of r_lltge IovehloJoetsrt position

Operators were not walked through the course in _dvance. As they arrived, participants were

asked to lookdown attheground,and.notaroundatthesite,but most caughta glimpseof the

coneson the..secondhalfofthefirstcoursebeforeenteringthecargovan.

Course 2: Slalom

The ,,_,¢ond cour_ is a modified slalom. Figttre 6.4 shows the approximate layout of the

cones, and fl1¢ dotted line indicates the intended path. The fat left cone indicates the start point for

the vehicle, which points between the two rows of cones. Participants are instructed to drive to the

left of the single cones and to the right of the pairs of cones (see Figure 6.5) and are informed that

theconesarcspacedunevenly
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1 '.i

_'lgUrai6.3 The VltW YrOnSthe Nnvfsb ii oarno.t atttiHi start Of
task 1. The white olrole highlights the operator urlio van, mostly
obsourod by the trees, Thii Image Is of n higher quality than that

displayed on tho operator worbbttlon.

• @ • •

• e I ! |

Figure 0.4 A blrd°aM_s view of the htyout of the c6rteo or1the
eeeo_l sautes. _ trek INOIM with the vehksle'o origin on the far

left cone. Oimrators am Ihet_t._st_ito drive to thatright of thi
iifftgf0_e, and to the _ of the paris of nones.

The cones were offset to the left and the right to make the task possible: camera pan was Lim-

ited to approximately 36 degrees from center end this meant tha_ cones were often out of view

when the ¢.mera was panned to its maximum position, Figure 6,6 shows a view of the course

from the Navlab 1I vehicle;, When seated in the vehicle, it appears at first that. you could drive

straight (lawn the center of the course, between the cones, without making any steering corte¢.
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2.25
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03,18 2.6O

96.44

102,45
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14.30

49.89

57.64

70.g8

1.23

1.56

1.79

2.02

2.17

2,28

2,_S

93.44

09.12

2.66

2.77

Table 6.1 The npprokimate location of the oonee In _ek 1. The cone libelled
"etlrt" Io the vehiote oMrt polltlon,
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Figure 6.5 PSrtleipantS Were Instructed to drive to the right of the single
end to the left of the double conee.

t/ons, however this is not the case. Figure 6.7 shows the path an experlenced HMMWV driver fol-

lowed when instructed to drive to the left of the single cones and to the right of the pairs of cones,

and to leave at least I foot clearanc_ beu_een the vehicle and the cones.

Figure 8.6 Thevlew from the Nlivlab II oamera at the StL't OftUk 2.
Thli Image is Ofa hlghsr quality than that displayed on the operator

workstation.

Table 6.2 shows the approx_am locations of the cones for the second test court. This data

was also collected using die inertial sensor on the Navlab II vehicle. To minimize the effect of

sensor diift, the data was collected by initializing at the start position and driving to each of the

pairs of cones, than retnitializing at the sta_'t position and driving to each of the single con_s.
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J

FigUre 6.7 Task 2 =a driven by an experlencxDd driver In the velilOle.

E i"

(:on@

start

single 1

X

(meterj)
O,O0

3.s7

0.00

18.38

i I [ _ i

Z

(mints)
I

GO0

-0.35

=n;_=
single 3

single 4

double 1

double 2

le._ 42.o8
_ L ,

25.89 03.09
, q_

34.05

13._9

24.82

33.25

4o.71

0.18
0.41

70.OS o.g5
28.42 -0.26

5o.e9 0.30

agree 0.7/
85.13 1.14

Table 4_ The epproxlni4te Ioc,qtlon of the cone8 in tuk2. The _r,e labelled
"start" la tl_J ve_lole start position.

Table 6,3 shows d'_e distances between the co.es on tht; slalom coarse. The coarse was intended to

become more difficult as it pro_essed, with two sets of cones approximately 14 meters apart, _en

12 meters, 10 meters, and the final set 9 meters apart. Operar_r._ did not scc the task 2 course

before: performing the. task.
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Table e.3

I II IS

@one I

singleI

double 1
fT •

single2
double 2

elr_g'le3

s ngre=
double 2

single3

betwwn a
end b

.
14,1_

double 3 9.87

double 3 _ngle'4 9.42

Single 4 double 4

13.92

il .9_
ol

12.46
, ... _

9.02
r

OhltllnCllll _¢l[WtlClfl OOtlll 011 _ slslom course.

Course 3: Map following weth obstacles

This course makes use of the map interface (see Figures S.5 to 5,7). Operators are instructed

to drive Cothe goal, which i.q designated oya group of three cones out of the initial vi.ew of the

camera. The direct route to the goal ":sblocked by two pairs of cones with "ear dealership flags"

strong between them (sec Figure 6.8). Participants arc instructed to avoid single cones and

mounds of (_"t. Figu_ 6.9 shows a bird's eye view of course 3. The vehicle starts at the point on

the left of the diagram, pointing slightly above the horizontal.

Figure e,O An obetaole with "Oar deaierehip" ftqe,

Table 6.4 shows the approximate locations of the cones for the final t_st course collected using

th¢ inertial sensor on the Navlab II vehicle. To minindzc the effect of sensor drift, the data was

collected by initializing _,t the goal position and driving to each of the cones, rcinitializin8 three
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/

I_igum 8.9 A bird's-eye view of the layou! of the (_rm8 on the final oOursa

[

cone

_tart

barrier1

x
(mto_)

0.000

4.789

barrier1
oo,e2

I_rrlor2
cone1

ba.rrlar2
cone2

11....

Y
(mete/_e)

0.000

-55_15
conel

I.o7e .ss,i35 :oi_33

11.979 -65.435 -0.413

goal

-e3.095

-68.205

Z

(re!ere)
0,000

.0.763

-0.163

.o._3s

TibkJa.4 TheIi_r_)xfmatel0_aliohofthe0ofieilntUk3.Thecone Itbolled"ihlrt" lethe
vehlOle abtrtposltlon_

times at t_o goal position. The direct distance from st_ to seal ignoring the barricr,_ is about 68

n_ter,q. Operators did not s_ this course befot_ performin 8 the t_sk,

The initialimage from the vehicleatthe startof rusk3 wa_ uninformative (see Figme 6.10).

Th, purpose of Iht; task was In see how well pmJcipants madc use of the map int_.rfacc to find the

goal.
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Figure 0.10 The vknv from Ihe NSvlsb c_mem at tl_e start of
task 3. NOt_iurN Iml_rtant to ihe t_k are viJlble. Tills Image Is

of a highM qmliity than that displayed on the opeiltor
work_lon.

Variations in Tilt on Test Courae.s.

While one might think that the test courses were quite smooth based on the cone position data

from the prex.cding section, this was not the case. The ground was quite uneven due to potholes

and small ridges, causing the vehicle's pitch to change significantly over the course of a run.

For each test run, the ndnimum and maximum variation in tilt for each image w_s computed.

Variation in tilt for an inlage is computed a._ follows: When a new image is diglt_Ted, the

image_grab_tilt is reset to r.hcvehicle tilt at thetime of digitization, For each subs_uent iteration

of S'I'RIPE using points picked in that image, the variation in tilt is the current vehicle till:minus

the image.grab_tilt. Table 6,_ shows the minimum and maximum variation in tilt for each of the

tht'cc tasks for each of the users. Note that as was described in Section 6.2.4, user 62 ran in (lead

reckoning mode, stud so thc:e is no tilt data available for that run.

As was described in Sections 2A.I and 3.2, the strength of STRIPE over a flat-em'th system is

its reprojection algorithm, in which it updates its t_rain model e,,ery iteration, rather 1hen every

_m¢ a new image is d_,_iti_.d. ;n the example in Sections 2.4.1 and 3,2, a change in slope of less
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than three degrees caused large errors in the flat-earth system, but not in STRIPE. The data in

Table 6.5 _how that the tilt changed significantly over the course of many runs,

30

44

31 nograph
p/t

nograph 3.83 -3.72
P_

33 max 4.13 -3.75
compress

*L, ,

36 max 3.63 -1.00
compress

34 low bancl 3.33 -1.95

Condit/on Max 1 Min I

' "-2,73

Max 2

3.18

Min 2

basle 2.67 -2.9S

basic 3,87 -2.13 2.78 .3.84

3.56 -3.27 2.21 -3.24

_S lowbane 2.79

40 windehleld 1.96

3.27

2.90

1.91

|l

3.18

-3.61

-4.24

-2.20

| i

-3.39

2.89

1.66

1.83

2.14

2.29

Min 3

-1.57

-1.80

-3,36

-3,53

-2.53

-3.56 3.33 -3.59 1.85

-3.15 3.28 -3.52 3.17 -1,49

 r  hleld 2.34 .2.14 2.02 -2.69 1,55 -2.29 '
|J

wide for 2.57 -3,36 1.77 -3.47

-3.80

41

SO

51

61

e2

w(de for 3.77 -1.55

narrow for 1.92 -1.62

narrowfor

2.27

0.76

-2.68

-2.49

3.73

1.48

1.82

-3,43

-2,38

-3,19

Table ll.6 Maximum and Mlnimurfl Wirliitlone In tilt for Imoh of the three _ka
measured In degrmm.VarlstlOfl In tilt la the negative diffemnot betwten 1_etilt at the

tldw Ih Imailewa_ taken and the tilt fro;liloh Ililrlltloti of Stripe uilrlg that Image.
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6.2.6.2 Operator Interfaces

Reduced Bandwidth

The Arian W'ureless Ethemet Bridges provided a bandwidth of approximately 5013 Kbits/sec-

ond. Pe_'ticipants who used this system used a bandwidth of approximately 125 ICoit_second The

bandwidth reduction was accomplished by tra_smiRing each byte of data across the Arlans four

times. The effect of this to the operator was that the average time between a right mouse button

press to set_d points and the new image being displayed on the operator's monitor went up to

abot_t 18.2 seconds, compared with the 12.9 ,seconds for the standard system (see Section 3.5 £or

details of"the overhead included in this lime).

The reduced bandwidth condition is essentially equivalent to an increased latency condition

from both the operator's an.d the vehicle's point of view. Suppose that it normally takes i seconds

to transmit an image, and p seconds to transmit the waypoin_s back to the vehicle. A halving of

the bandwidth is equivalent to an additional latency of _ see.chris. For

@

example, eonsi.der

Figure 6.11. An image starts to be digitized at llme t--0, and transn_ssion begins as soon as the

digiti_,._tion is complete. At time t--a, the operator with the increased latency system receives the

image and picks points. The vehicle does hoe receive those points and begin to act on them until

lime t_c. The opc'rator with the lower bandwidth system does receive the image at a later time

_.b, however the vehicle still does not receive the points and be._in to act on them u_til time w.c.

Both opc._tors picked points on an image digitized at the same time, and the vehicle received

their points at the same time. Furthermore, both operators will notice a delay of c seconds

between images.

Iric:ld of view

Glunun [12] demonstrated that for certain high..bandwidth te]eoperafion te_ks, different fields

of view were preferred. It was not clear that the results of the liigh-bandwidth _ials would hold in

the low-bandwidth and/or high-delay to.so, and so ti_xee different lenses were used for the STRIPE

roses.

The standard system u_s a c_mera with an 8 ram lens. A wide: fl_ld of view 3.6 nun lens and

a nan ower field of vie_, variable lens thai was set to approximately 12 m ,ere also tasted. The
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time spent digitizing the image

image transmission time due to bandwidth

poL_ttransmission time due to bandwidth

additional transmission time due to delay

time spent picl_ng points

Figure (i,ll APl_rent equivalence of bandwidth and latency
from the operitor's point of view.

standard camera is sealed in a weatherproof case. Instead of opening up the case to replace the

lens, a second Sony XC-75 was mounted on the pan till, next to the first, about 10 cm above and I0

cm to the left of tke standard one. Neither of the lenses contained autommic iris control, and so at

times the images were much brighter or much darker than the ideal. Even the sun emerging from

behindthecloudscouldmake a once perfectimage nearlyunviewable.Figure6.12 shows an

image wJ_en with _ch of the lenses used to demonstrate the variation in field of view. These pic-

tures alsodefnonstratethe constructionthat proceededaroundthe_st site.As theexperiments

progressedthesidesoftheroadswere levelledand telephonepoleswere su_kintotheground.

Fortunatelyour testareasthemselveswere leftuntouched.

As can be seeninFigure6.13,the3.6mm lensintroducedsome significantradialdistortion

which couldintroduceseriouserrorsinto".he.predictedlocationof pointschosenintheimage.

Ratherthanrectifytheimage,opc..fatorswerepresentedwiththedistortedimage,astheyhad been

inGlumm's work [12].

To avoid_e introductlotlofseriouserrors,operatorswere shown Figure6.13,_md toldthat

pickingpointsinthe"win'pod"areawould producepoorresults.They we_ givenFigure,6.14and

tohlthatfJ_eg_ayareaswere thebestinwhich topickpoints.
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12 mm

t mm

i,8mm

Figure 0,1i A oomia_i_rl|onof intaage8from theeeitme Io_Jtksn taken with
throe different lenuaJ. _HJe imeoee fareof n higher qmillty thfanthat

dlspb_yedon the OlP_mtorW_kntatlon
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Figure 4.i4 The regions ofthe Image thst
operlltor8 Who t_ie_l the 3.8 mm lens were

Instruot4d to use

r2esolutlon vs. Image Frequency

Und_: low bandwidth conditions there is a trade,-off b_twc_.n image resolution and com-

pressed ia_na$# size. Th, standard system used a jpeg quality of 75 (larger values indicate more

dctailcd images), producing imag, s bctw_n about 40 and 60 KBytcs in size. The reduced resolu-

tion system used a jp_g quality of 35, producing images hctw_n about 20 and 33 KByt_ in size.

Despite the significant reduction in data. the rcsultitig images were not theft much wor_ when
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v/ewed on the operator workstation monitor (see Figure 6.15). The images did appear at the oper-

ator worksta_on slightly more quickly, due w the-Jr reduced size, on average taking 12.6 seconds

to anive, compared with the standard | 2.9 secondS.

Graphical Pan Tilt interface

Th.rae differem interfaces were tried out for the control of the pan/tilt adjustment on the graph-

ical u_r interface. Most of the syste_as used the "compass interface" (Figure 5.4). Two users were

tested using the dashboard interface (Figure 5.3), and two users were tested without any sort of

graphical representation of pan or tilt.

6.2,6.3 Summary ofConditions

The conditionschosen fortestingaresummarized in table6.6,The standardsetup,called

"basic", was cho_n because it was the system that I, the most experienced STRIPE user, pre-

ferred touse,Ithas thehishestbandwidthpossible,thusreducingoperatorboredom somewhat.

The medium fieldofview was chosenbecausethatwas theoutputofthestandard,ra/npzoof,Nay-

lab2 cameras.Minimum compressionwas chosen,despitetheaddedtransmissiontime,beclmse

itseemed toprovideslightlysharperimages.The compass pan/tiltinterfacese_med tome tobe

themost straightforwardone touse.

6.2.7 Procedure

Operators wet_ driven out to the slag heap anct asked to avoid looking atthe site. They were

then _ated at the table in the cargo van and trained to use the basic system using prerecorded

image data. The training scripts used for all of the different conditions can be found in

Appendix D.

A safety driver was present in Navlab 2 at all times, and had instructions to manually stop the

vehicle if it was apprx_aching a dangerous condition, or if an operator ran into a cone during a test.

If the safety &-iver had to stop the vehicle, the operator was informed. The safety driver stopped

thevehicleoncebecauseitwo.sbeginningtoapproachtheedgeofthesite(operator50's_ffd run,

sec Section 6.3.3.1 for a description), and several times as operators rm_ into cones in the tasks

(sea Sections 6.3.1, 6.3.2, and 6.3.3).

89



Invndpt_t _ UJer Intertace Method
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Rgum 8.16 A slSnffJosnt'_ redU_KI reaolullon Inmge, snd S
typical Image, m seen on the oper_or worlmtltion monitor,

Quality = 75
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Condition
Name Bandwlglth lens

..................... i"1_ ......

Bask: 500 Kl_ps 8 mm
Low 125 K_s •

Bandwidth

Nar:mwFOV

Wide FOV

No Graphical
Pen/Tllt

Daai_board
Pen/'rllt

_r

* 12 mm

• 3.6 flltll
It •

L •

"" [ 'lll

JPEG
ouel_

-|-

75

I

3S

t

Intsrflee

compass

Pnrtl_Ipint num-
bers

23_, 30, 42+,44

32", 34, 35

" a2
• 50, 51

None 24%31, 43÷,45

Dashbo'ard 40, 41

, r T t ,

33, 3e

*.Pem_cipemtnumbezswith+we.reinva/ld_.ed,_ Section6,2.1.2.Cellswith* metilemnc as_e
"buic" condition.

Table 4.6 Summaryof test eOndltione

6.2.'/.1 The Tests

,After the participant had been trained in the use of theh" pmdcular system on prerecorded

image and had co_ectJy performed certain practic_ tasksthey began to use the real system.

Coarse I: Path Following

The first task was in.ten.tionally straJghtfotwtLrd,and desisned so that an inexperienced opera-

tot would get _ feel for the system, Outprobably would not have to make use of the patt/tiit mech-

anism. Participants wcrc instructed to follow the path des|gnarr.d by the cones unfit they reached

the lhle across tha end of the path, a_d then to notify the test administrator that they had ttccom-

plished the task,

If an operator ran into a cone, tJletest was stopped, the Navlab was mtmually driven hack to

Re start position, and _c operator was allowed to repeat the test, The limited foliage at the test

site still managed to interfere with our line-of-site communication. As the vehicle approached the

last few cones on the first task, the data.rate would sometimes, bm not always, slow to a trickle or

h=dtaltogether. If sevend ndnutes passed and a new imaBe did not arrive, the Navlab was manu.
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ally reversed so that the C_TCnt image being Wartsmdtted could make it to the operator. The opera-

Wr was allowed to pick points in theft image, if they felt the task was not yet complete, and then

the test was _inawd. After they had completed the task, oi_rators were allowed to briefly look

at the task I course through the wirldshicld of the c_'go van before moving to the base location for

the second and third tasks.

Course 2: Slalom

The second task was designed to fo_e participants to make use of the pan/tilt mechanism. On

this course, _erators were instructed to drive to the tight of the single cones and to the left of the

pairs of cones, until they hitd pas_d all of the cones, and then to notify the test administrator that

they had accomplished the t_k.

If an operator hit a cone, or went past the wrong side of a cone, the Navlab 2 vehicle was man.

ually stopped by the safety driver, R,_ operator was informed of this fact, and the task was con-

eluded. Because of the proximity of the last two courses, operators were not permitted to look at

the second test coarse until the third task had been completed.

Course 3: Map Following With Obstacles

The purpose of the third rusk was to determine how well novice operators made use of the

map interface. The), were told that the map that they would be using was called an "aerornap" and

that it would provide them with a bird's eye view of the relative movements of the remote vehicle.

If the goal was visible in the current section of the map, it would be designated by a star, other-

wise an arrow indieatitt8 the direction to the goal would be present. Figure 6.16 contains the sam-

ple maps shown to the operators to help explain the interface.

II

The ump]e msj_J shown tO the operators before they atirted task 3.
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Operatorswere toldto move the Navlab vehicletothe goal,a trioof cones nextto one

another,inas dkecta routeaspossible,whileavoidingsingleconesand mounds of di_.When

theyarrivedatthegoal,operatorsweretonotifythetestadm/nistrator.

6.3 Results

6.3.1 Course 1: Path Following

6,3,1,1 Operator Performance

Table 6.7 compares the performance of the 14 participant._ in the study for whom data was

evaluated (.see Section 6.2.1.2). The problems with the wi_-elcss ethemet due to loss of line of

sight towards the end of the course meant that the times that individuals took to complete the

course were sometimes very inflated. In order to compare the performance of different individu.

als, the times in table 6.7 have been computed by co_idering the time elapsed between the start

of the task and the point at which the vehicle would have crossed an imaginary line between the

4th pair of cones from the _nd of the run, where the line of sight was probably not a problem. The

mean and standard deviatiem at Ihe bottom of the table are provided to give resders a bit more feel

for the spread of the data. Only one operator, number 62, hit a cone and had to repeat the course.

There is a striking difference of ove_ 12 minutes between the fastest operator, number 36, and

the slowest, number 40. What did 361 and 40 do differently? 36's images came slightly more

quickly than 40's since they were moi'e compressed, but even 34 ar'_ .35, the operators running

under minimum bandwidth umditions, did much better than 40. 36 and 40 both travelled approx-

ima_ly the same distance, as did everyone in the task. By the nature of its design, one operator

could not travel much further than another on the task 1 course if they stayed within the bounds of

the cour_e. _._ and_ also picked about the same number of po/nts in an image. Thez_ _e two big

differences between 36 and 40 that stand out from the data in table 6.7: first, 40 used the adjust

pan control sig,_flcantly mow than anyone else in the study, 13 times, whereas _._ did not use it at

all. Second. _. used 33 images, almost twice the 18 that ,_ used.

I.ThenotationIt&willbeusedasshorthasidforparticipantnumberxxthroughouttherestofthlschapter.
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These two issues are related. 40 got 12 new images without picking points in the current one,

36 never did (recall that operators never pick points in the last image t_at they see, so they always

will have at least one more image sent to them than the nuraber of times they sent points). Also

note that 50 got more images than 40 aftd took significantly less _ae. Of the 12 new image_ 40

requested without picking points in the current one, 9 of them were in order to make a part

request.

Why was 40 panning the carriers so much more than ariyone else? To understand what was

Imp_ning, it I_elps to look at the images that 36 and 40 saw, and the points that they picked in

those images. Figures 6.17, 6.18, and 6.19 contain the complete sequence of images fo_ the two

users. Even though 36's images had maximum compression, _.Q's do not contain much more

information that is helpful. The cones stand out fairly well in both sets of images, perhaps the

stripes on the cones are not quite as apparent in some of 36's as they are in 40's, but i_rnagequality

probably didn't hinder 36.

There are a few resins why _._ probably did much better than 40. First, it looks from the

images as though 40 got off on the wrong foot. Compare the first image that 40 got and the points

that wer_ picked with 36's first image and points picked. It looks as though in image 1 that 40

picked points a bit to the right of the center of the mad, while 36 picked points a bit more ten-

u-ally. 4O's secortd image is almost identicai to the first, and 40 picked points that seem to be more

in the center of the road tn that frame, but for reasons that are explained in Sectiolx 3.2, 40 was

akeady past the last point that wtts picked in the second image, m_d so those points h_ no effect.

When 40 received the third image the vehicle was pointing a bit to the tight because cf the point.s

chosen in the first image. At this time 40 decided not to pick any points and panned the camera to

the left to se_ the center of the road better. The fourth image shows that _l_ pa_ned 20 degrees,

which was too f_ to the left, pe_aps the dashboexd interface that 40 used gave the itnp_-cs,_ion

that _e carnertt had to be patlned more than it act_nlly did. Regardless of the reason for the over.

shoot, 4(! corrected the pan to 10 delp'ees wi_tch was more appropriate, and finally, after having

rejected two images, 40 picked ._ome points again in image 5. Image 6 was digitized after the

Navl_b had moved onl_ about a meter and a ball (see Section 3.2 for an explanation) and 40

picked similar poin_ in this hnage. When image 7 had arrived, 40 was more central on the road,

but the camera wits still pannedto the left by 10 degrees and the right hand side of the path t_ear
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the vehicle was not visible. So no points were picked in inmge 7, and the camera was panned back

to the center to image 8 to pick more points. When image 8 arrived, 40 was already about 34

meters behind _ location that 36 had been at when 36's eighth image appeared.

Another factor that probably had some influence in the drastic difference between the times

for36 and 40 was thedifferencebetween thelocationsineachimage whore theop_ato_ picked

point._. Ii_ any given image, p_ints that are higher up in the image generally correspottd to places

further'away in the real world. The top left corner of an image is the origin of the images coordi-

nate system. The column number, "col" increases to the right, up to a maxirnurn value of 639, and

the ,ow number, "row", increases down to a maximum of 479. If two points with different rows

are compared, the point with the lowe.r row coordinate corresponds to the point that is higher up

in the image. Table 6.7 displays, some data about where operators picked points in their images.

For each set of points picked, the nmximum row value (J_dicating the lowest point picked in the

image) and the minimum row value (the highest point picked in the image) wcr_ recorded. The

"Mean Maximum Row" is the mean of all the maximum row values recorded. The "Global Max-

imum gow" is the largest _._fthe maximum row values recorded. The minimums are similar.

Looking at th_ data for 36 and 40, we see that while they piclmd n_tly flqe same number of

,',ointsin each image, 56 _enerallypickedpointsfuxlherout than40. The roaanminimum row
&

valuefor36 was almost69 pixelshigherup intheimage thanthatof40.By thetime40 sentthe

pointsfrom image 2 back tothe Navlab, the vehiclehad run out of pointsfrom image I and

stoppedmoving. Ithad,infact,alreadydrivenpastthepointschoseninimage 2 (seeSection3.2

foran explanation)and so did notmake any more progress,untilitgot thepointsfi:omimage 5.

36,on theotherhand,pickeda longpathini_lag¢I,and aneven longerpathinifnage2,and the

vctti¢ledidnotrunoutofpointsand stopuntilshortlyafterimago 3 had be_n sent.

Noticealsothattheoperawr who had thesecondshor_t tin,c,_._,alsohad an averagemini-

mum row thatwas flatlysmall,i.¢._ was pickingpoinlshighup theimago.In ¢ot_tmst,41,the

operatorwi_ the secondlongesttime,had an averageminimum row thatwas relatiwlylargo.
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One mote interesting thing u,.note about the data in Table 6.10. 50 and 5!, the operators with

the wide field of view lens, ha_ among the largest mean and global minimum row values. One

might expect that this is the case bec_U_ opvtators who u_ed the wide field of ,,Jew lens were

warned not to pick points in the regions of the image that were distorted. However, both 50 and

51's mean mi_mum row values ate actually below the center of the image, at row =239. and it

was made clear to both operators that the center of the if_tge was a good place to pick points. The

real explanation is probably the fact that objects in the images taken with the wide field of view

lens appear much _tmaller than they would in those token with the standard and narrow lenses, and

all of the operators were instructed to pick only points that were cleat _ them wete where they

wanted the vehicle to drive.

One might expect to see the coffesponding effect for those with a narrow field of view. Since

the narrow field of view m_es objects appear larger and closer, perhaps those with a narrow field

of view would pick higher in the image. 61 and 62 do have the smallest global minimum rows, i.e.

they picked the highest two points picked in an image. 62 also has the smallest mean minimum

row.

6_.1.2 Operator's Reac_lom to the Task

The quotes in this chapter are approximate reconstructions from hafldwritten notes taken dur-

ing the tests. While they may not all be verbatim, due to difficulties of note taking in real time. all

tccutately reflect _u: sense of the participants remarks.

Most of the participants found the first task to be fairly simple.

35: Ta_'kI was pretty ._tralgh_forward.

31: 7he fiest task was easy.

,;1 had two opinions on the subject:

41: This is totally fun,

41: Actually, this is a little dull, I'm 8oin$ to pick more points.

The was certainly the simplest task. lots of cones defining a course with only one, easy to

navigate, S-curve, It is tml_ottant to et_phasize, however, that all but one of the ol_rators success-

fully navigated this course on the first attempl. The only experience they had with lhe system
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before using it in this task was practice laying points down in a set sequence of prerecorded

i_ages that did not react differently to different sets of points.

6.3.2 Course 2: Slldom

6.3.2.1 Operator Perfot_nanee

Course 2 was designed to force operators to pan the camera on the Navlab vehicle, and i$ cer-

tainly succeeded. In course 1 less than half of the participants used the pan, a-.d most of those who

used it only used it twice, in coUrse 2 only three participants did not u3e the pan.

Course two proved to be a much more difficult task than was imagined when it was designed;

only one operator made it to the end of the course successfully. The difficulty of the course was

aggravated by the poor quality of the images, making it even harder for an operator who had lost

track of the cones to see them as they panned around looking for them. Finally, an undocumented

safety feature in the vehicle's steering controller caused the vehicle to drive straight ahead when

extremely sharp turns were requested. This was not discovered until the last few subjects ,_pere

tested. Some operators might have performed better had this feature been disabled sooner, though

as we shall see, it might have helped the operator who su_essfully traversed the entire course get

past the last pair of cones.

Table 6.9 summarizes the data collected for the second task.

It was surprising to discover that the c_ly operator who completed the entire cour_ did not

use pan control even once. What was special about 34"s run that made it successful wi_out even

one adjustment to the camera angle? Figure 6.20 conttins the 12 images for 34"s run. and the

points that were picked. Considering the images, it's clear that 34 almost al_,ays got images that

were looking down the center of the slalom, and there was little need to pan. Was this just, coin-

cidcncc?.

When operators were instructed in the use of the system, it was made clear to them that the

last two points that they picked in an image would determine the orientation of the vehicle when

the vehicle reached the end of a given path. It was expected that operators would use this fact in

the slalom to help them position the vehicle for the next move. However, as will be discussed in
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In _.._'scelsc,the first four psths designated in in_ltes 1-4 were fairly sliidtht, aid so un imale

that was digitized before the vcltJcle reached the cnd of it's path was not too co_'.sing, since it
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would still produ_ a direct view of the cones, in images 5 and 6, 34 starts picking paths that

move th¢ vehicle off to the _.'igl_t.By image 7 the cones have inoved to the left of the image, but .11

are still visible, and Given the paths chosen in images 5 and 6, image 7 is a reasonublc result to

expect.Between images7 and II.34 has agood vitwoftheentirecourse(asetofdoubleconesis

indeedvisibl=inimage 9 ifyou squint.At image II,our hero34 m_¢._ what might hay= linena

fatalmistake,Pay attentiontothem()undinthebackgroundand how itmoves between imagas l0

and 1I,Itlooksasthoughthecone picturedinimage 11 isactuallytherightone intheIa.qtpairof

cones,and image II was digitizeditsthevehicleswung out to therightat_e beginningof the
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4 5

7

Figure 6,30 Alt 12 Imeg4Xeand points I_kad fdr Operator 34, the only
operator to Oompletothe olalom oouteo, pan d 0 and tilt • -12 for all The x'e

liVl _ widened to _lli them mine vlllbll to the rledM,

paulinimage I0,34 pickedImintstotherightof that cone,i,e.()n the Wrong sidcof the conch.

But,by the time lhosepoint._made itback to the v¢hiclc,ithad followedmore of the pathin

imngc I0,,,ndw_isr,ow headingtowards_hecon'ect sideof thecones,At thispointone of two

thingsl_ppened.Eitherthe vehiclewas pastthebegin_ng of the pathdesignatedin II and
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tried to plot a smooth course back onto it, which moved it barely past the left side of the last pair,

or the undocumented safety feature in the controller look over, determined that the vehicle was

l_ing to make too sharp a turn, and drove straight, in any event, 34 correctly traversed the course,

despit_ the ca'or in the last set of points chosen.

Two final points to not_ about the images in 34's run, First, 34 did have the smallest mean

maximum row, i.¢. 34's last point was, on average, much higher than anyone else's. Also, certain

pairs Of images, 1 & 2, S & 6, and 7 & $ look very similar to each other. The reason for this will

be explained in Section 6.4.1.2.

In 34's images, the first few cones in the slalom course .seam quit= trivial to successfully

traverse, how could someone fail to get past more than two cones successfully? Figure 6.21 docu-

ments opcra_r 41'scollisionwith thesecond singlecone (i.e.thethirdobstaclein theslalom).

41's run I_gan uneventfully, and by image 3 the first single cone on the left was out of view.

Points chosen in images 5 and 6 successfully navigate the v©lticle around the second obstacl©, a

double cone. But the points chosen in image 9 were a poor choice, images 8 and 9 are essentially

the same, the vehicle had stopped moving before image 8 was taken, and since no points were

sent and the camera had not been panned, image 9 looks identical. 41 picks points in image 9 that

head the vehicle towards the cones, but if that line were to continue, it would go past the wrong

side of the third obstacle. By the time image ! I was digiti2_, the third obstacle was very close to

thebottom ofthescreen.Note that41 didpan thecsmem totherightbeforeimage 11 was taken,

but notfarenough totherighttosee much around therightsideof thatobstacle.Insteadof pan-

ning thecamera furtherand pickingIX_imsaround therightsideof the cone,41 triesto picka

point(actually,two pointsveryclos_together)attheveryIx:floraoftheimage,thinkingthatthis

might move thevehicletotheright(sincethecamera was patine..dtotheright),While thelogicis

sound,by thetimeth_frontof thttvehiclearrivedatthepointthat41 had designat=d,thev_hicle

was too closeto thecone to be ableto maneuver around it,in fact,thecon= was not visibI_in

images 13 and 14,Itmight havebeen viewablehad 41 tiltedthecamera down furlher.

Oa¢ other thing to note about this task: 41 often requested new images without picking points,

This was a con..,cious decision by 4.1 that had a reasonable explanation Sat wiU be discussed in

Section 6,4,1,1,
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Figure 0.31 All 14 Images ,,hal points pt0IU_d fm operator 41, One of the two c:_efato#s who had
Ih_ w0_el perfoyrn|noe Of} the slalom aourme. Ufl • -12 for |11, pin • 0 for all exoept as notJd

below Image number. A • Indites s ohlinge in pan from the pr_v_us Imsgi. A poe_IVb value
_lni the oarnera to the left.
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6.3.2.2 Operator's Reactions to the Tick

Most operators found the slalom to be the most difficult of the three tasks.

41: The slalom zigzag course was _nore difficult than it looked.

35: It was difficult to get feedback from slalom.

It was a task in which the vehicle's orientation was changing often, and unlike in task 3, the

operator did not have any feedback as to the orientation of the vehicle at any given time. The

operators were also'required to make difficult steering maneuvers i_ a very Limited _ea.
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6.3.3 Course 3: Map following with obstacles

6,3.3.1 Operator Perfon_ce

The purpose of task 3 was to see how well participants made use of the map interface, referred

to in the testing as the "aemmap". The primary metric for success in this task was distance tray-

cued, and operators were instructed to take the most direct route to the goal, while avoiding obsta-

cles, Tables 6.11 and 6.12 stmmmrize the results from the tl_d task.

Due to a misunderstanding, the safety driver oriented the vehicle for operators _.Q, _., _., and

34 incorrectly, with the vehicle at a yaw of approximately 180 degrees and pointing c_tecfly at the

goal, rather than 240 degrees, and pointing off to the side. 33 arid 34 both _.x_ to turn the vehicle

around by 180 deles upon seeing the first aero_ap, so they did _ot immediately recogfli2e the

goal (this is described ftmlter in Section 6.3.3,2). 30 and 31's first images were lost, The points

that they picked headed towards the goal, but the image quality was poor enough that to the best

of my knowledge these operators did not _ the goal in their first image.

The most direct successful route by an operator at the correct initial orientation was take. by

operator 35, who made it to the goal in just under 70 meters, Figure 6.22 shows the images and

points picked by 35. The route is fairly uneventful. 35 begins by piekit_g points off to the right

(the direction of the goat), and later pans the camera a little to the rigi_t to pick more points, 35's

path of approach takes the vehicle in between the pairs of"oar dealership" flags to the goal. The

vehicle cominued moving after image 15 was taken, but 35 did not request a new image to see the

next image. Notice that coital, pe2rs of images again look similar to each other: 1 & 2, 3 & 4, 5 &

6, 7 & 8, 9 & 10, and 14 & 15. This will be explained in Section 6.4.1,2.

The tensest route by f_r was taken by 50, one of the operators with a very wide field of view

lens, 50 started out heading in the cor_ct direction, but drove past the goal, As 50 drove towards

an unsafe area of the test site, the vehicle was taketi out of autonomous mode, turned around, and

control was given back to 50, however the vehicle never made it to the goal, One major reason for

this was the poor quality of 50's images. The sun was pointing at the camera which produced

some cone-like refie(:tions in the image, and the lack (_f an automatic iris oa the camera produced

images with very lltt]e detail. Figure 6,23 shows a few of th¢ images _at _._ saw. Lockin, :lcsely
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TlUbll 5.11 Summery of expltlmentil tllulte for _llk 3. "# e_ oomplet_" le itmi number M oomls the
ol_ritor iu¢o4.kifully navlglted MOund. Ai im<m Is an 0plkrlltOr hit i ©One or w4mt =,touhd the
wrong side of a oohe the task wii e0_lUded. The 0petatom who Mailed with the eorreot
orllntitlon and oompletld the 0ou+rseend Who tmvMled the shortest total dlstancJ, 35, and
the 10ngUl totll dlltano6, 40 im hlghllghtad.

a. Opcr-to¢_30,31,3.1,8rod34beB, st t differentorientation,lee text

b.O_x.,_' 36 r_ upto one_1 of "car dcllct'BhIpfllll_"

c, 0i_r=o¢ 41 I_t topausebrieflyb_um of ¢o_roll©rfidlu_e,nndcv=ntvnUyrig over o_m._Clor-c=, dciflcrshlpflij.5".
d. 01x#ator50 had exlrcme|y poorqu_dityfinales0 sc¢ t_xt,

e. Oix_r_ 62_o,,t lowUdsimunJlf¢_,roa_d t_e_Jt wit ${ol:_d,
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r,[ll .,m ........ t " I I

Uler Co_tditton Mean #

3o U_mtc 3.4_-

31 110Ofaphp/1 6.00

45 no graphp/t 3.00

max 2.85
compress

36 max 3,00
comprmm

34 lOwband 3.OO

I_ 40 w_,_d. 2:_4
41 wind.laid 2,85

60 widafov 3,13

5"1 widefor 2.54,

81 n'_owfor _.eo
62 no,rowfor

I

...... [ ' 71 I .......... I" 7 ............

Global Total
MUimum time

Ftow (..m_...,)
448 608

864
710

482

2edl

Mean O_l Mean
MlnlmUm Minimum Miudmum
. ROW_ .. Row Row

r" : 'r" - i
, ... ._

248.i4 154 428.07
271,38 i81 426.dlS" 496

296.10 211 424.40 438
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372.50 412 369
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Taible4,12 Summery of eXpetlrfNllM_Jresults for tlmk3. _ tlib_ 8.13 for _h explanation of the
I_m_ng_. Th_ Opermtomwho mbuledwl_hthe OO_eotorlefttmUonand oompletmSth_
oourH end who trav_lkKithe shortut tOt_ldhlt_n0e, SiS,and ttl_ Iongut to_l dlmnoe, 40
are 1ilghllgh_d.

utthethLrdimage one can make out a setof"cardealershipflags"on thelcxthand sideofthe

image,blotknowing what tolookfor,50 didnoteven noticethem.,_ nevermade ittothegoal

50 didaskan importantquestionaboutthemap interf_cduringridstask:

50: Ix the truck on the aeromap to sc¢le? If it l._! (:an use it to judge how I'm doing.
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i . . ,

3 7 13

Figure O,2S Three Nmple Imqn from 6j:.Jnttor 80'8 _pt m; ehe @tim tas_ The
triangles In tile first two imsoe8 sro due to the r611oetlonof me sun. It wml nesrly

Impossible to see any feeturN In these Ii_ligee. OfxJmttr 60 did not nosise the "our
deelemhip finge" on the left hand Side 611mng4 13.

in fact, the truck on the aeromap was not to scale. The aemmap was limited to a fairly small

size because the amount of space available on the laptop was so lin_ted. To make the aeromap

more useful, the scale of the map itself wu mule to cover a large area. But when the vehicle was

drawn to scale on the map, it was very sw._l.i, and this made it difficult to determine the vekicle's

orientation. So a decision was made to keep the acromap scale the same. but to draw a larger vehi-

cle. Pretesting of the system showed that this combination worked well. Operaton used the acre-

map to approteh the goal. As they came near to the goal, however, operators relied on the image

transmitted from the vehicle, and used the aeromap only to confirm that the goal was indeed the

goal.

This worked well but depended on the operator recognizing the goal in the image as the vehi-

cle became closer to the goal. In 50's case, however, the wide field of view lens made objects

appear xhuch smaUer. This fact, combined with the lack of an automatic iris control, me;rot that 50

did t_ot make it to the goal.

The longest successful run was made by operator 40, whose images are shown in Figures 6.24

tad 6.25.40 noticed what looked l_e a path in the f_t few images, and spent a lot of time search-

ing around for that path. In fact what 40 noticed was ,n area of ground that had no vegetation, in

an area which was mostly covered with weeds. It was this hunt for a path that cau_d 40 to direct

the vehicle first to the fight (the correct direction to the goal, and then to the left in image 3.
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Figure a,24 The flt_ i6 Imlgee and polntl plclml In the third _tek by o_Pgt_t 40, the
olmratof who trivolled the furtheit dlitanoo but itlll oorhmlly _mp_ the talk. Tilt ,, .I;2
for 81i,pin .. 0 to4,iiii |xoq_t no _ below imige numl:_r. A • Ifidk.lt_J I ohliige In pan

fh_n _ prevloui Imge. A l_Oeltlvevalue I_ne the olm#l to the left.

114



16'

19 21'

22 23 24

27

28
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Images 8 to II, and 12 to 16 were spent panning the camera in search for the apparent path which

had been lost, Finally 40 realiT_s there is no path and uses the aeromap to find the goal.

6.3,3.2 Operators' Reaetions to the Task

The initial yaw of the vehicle deterlnined the initial or/enlation of the vehicle drawing in the

aeromap.Becauseoft_elayoutofthecourseand thefactthattheinertialsensorusuallyinitial-

izeda yaw of 0 to be North, the inRial yaw of the vehicle was usually about 240 degr_s. This

meant that the ftrst aeromap typically looked like Figure 6.26.

|

_ im I

Figure 6.26 The first eoromap operatore typlc,tlly saw at the beginning of tsek 3.

This was in contrast to the sample map that participants were shown before the task

(Figure 6.16) which had th_ vehicle initially pointing upward, and confused some of the o_ra-

tors.

40: I was very diaortented [in the third task) when lnrerpret#_8 the position of the

vehicle. So much that l forgot the task.

Some operatorsinitiallythoughtthattheyhad toturnthevehiclearoundso thatitwas point.

ingupwardsintheaeromapbeforetheycouldreachthegoal.Ccnside_tthefixstimage and points

pickedby operator33,shown in Figure6.27.Afterseeingen updatedaeromap image withthe

new positionofthev_hiclerelativetotheoldone 33 recognizedthemistakeand were on tohave

the fastest task 3 run.
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Figure 8.2? Operatore 33 ules to turn the vehlcl_ around after seeing (_first aeromap.

Several operators liked the aeromap interface once they got the hang of it:

44: The map was nice ... because it gave more feedback about where the vehicle

WaS.

24: The. last task seenwd surprisingly simple compared to the second. ] was sur-

prised that the teleoperation delay didn't seem to be a factor.

31: The aeromap was the most fun.

30 found it both confu.,;ing and useful.

30: The aeromap orientation was initially confusing.

30: [In ,re third task] the a¢_map was r_seful.

6.4 Analysis of User Performance

WhiLe the tables of data give us significant insight into how op_'ators perforn_ on the vari-

ous tests, ,.hey do not, for the most part, e_plain why certain opevaton performed better than oth-

ers or whaz motivated operators to perform a task a certain Way. To better understand what

operators were _k_iftg, careful notes were taken of their commenLs as they performed the various

tasks. These comments provide a tremendous amount of information that explains why operators

did what lttzy did, and how the interface could he changed to intprove operator performance.

In addition to their commems, operators in the study performed the tasks in ways that had not

been previously attempted, and provided more insight into the working of the system, This sec.

tion contains an analysis of tho user performance, section 6,5 contains my own view of the

changes that should he made _o the system and to user tr,_i_g based on _s analysis.
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6.4,1 Images and Point Picking

6.4A.I image Digitlz_i_ng and a Moving Vehicle

By far, the most conuno_ i_sunderstanding among operators when they began to use the sys-

tem h_d to do with when new images are digitized.

As was described in Section 3,2, STRIPE is designed to continue mo_¢ing as long as it has

waypoints ahead of the vehicle. When a set of points is sent from the operator to the vehicle, the

vehicle takes a new image, and sends that back to the operator. Meanwhile, the vehicle continues

to follow the path.

The important point to note is that the image that the operator receives is often "old" by the

lime they receive it, i.e, the vehicle is no longer in that position. This is dot a problem for the

STRIPE systen_ points thai are behind the vehicle are ignored.

This was explained to operators during their trair_g. The following is an excerpt from the

trainingscriptfrom appendixD:

As soon as you send the points to the vehicle, it will start to drive

anti follow the points. It will also send you a new picture, you can

see the message window is re]ling you that picture is being trans-

mitted. Once the new picture comes, you should repeat the point

picking process, until the vehicle finishes the task -- I'Ll tell you
about the tasks later.

The new picture gets taken almost as soon as your points get to the

vehicle. Tl_s means that sometimes the new picture looks almost

exactly the same as the old one, so don't be surprised if you have to

repick some poirtt._ in the new picture that you already picked in the

old one. When you send new points, the old points that you sent are
throv, q] out.
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Several operators inquired about this during the training, and the parag.eaph was clarified for

them.

30: Does the vehicle drive to the last point you select?

44: When is an image taken relative to when l send points ?

4:$: Why doesn't it finish points before the next #_u_ge i_ ,_ent?

.51: Does it take a picmre before it gets to the end of the points?

62: When on a path does a picture get taken ?

For whatever reason, a very large number of operator_ expected that an image would not be

taken until the velticle came to a stop, and expressed surprise when an image that they received

did not meet their expectations:

33: Have 1 8one to the end of the path [of points picked] or just a little bit like it

looks like?

43: I guess it moved a little bit, but I thought it was going to move farther than

that.

Several people made incorrect conclusions about how the system worked based on their

ob._.'tvations:

34: If l put the first potnt farthe_" out it goes farther.

43: Can I make the vehicle go further if l ptck potnes higher up? lf i pick a point

beyond the line would that make it 8o to the line?

45: If l give ira iong path, how far does it go?

Of course the cor_-nents by 3_4 and _. are correct, when if_terprcted to men in the contest

"for this path," but the test administrator took thc:m to ille_ "Ifi pick a point farther out. the vcki-

¢le will travel a longer disumce before stopping and taking the next image."

It is possible that the next two partigtapl_s in the training script helped to add to the confusion:

One importantthiftgtothinkaboutwhen you arepickingpointsis

thatthe vehicleends up pointingin the directionitwas going

between the last two points you picked.

Pi_ 517olnts. last two at an altcle off to the rifht

For exarrq_le, in this case, the vehicle is going to end up pointing off
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totheright.Isthatclear?The systemwillallowyou topickasingle

pointifyou want to,but remember thatthismeans the vehicle

won'tknow what directionyou want ittobe headinginwhen itgets

tothatpoint.OK?

O_rator_ exl_.,cted to see one thing, but saw another:

62: I don't tmderstend, every" time l pick the final points to be pointing right, but I

end up messed up

As they continued to use the system, several operators began to understand what was happen-

ing.

41: Maybe I should keep getting a new image because the first one I get seems to

be an early one.

62: I'm no longe_ going to be j_ummoxed by the image that l see, but I don _ know

how to determine the endpo#_t. It adds uncertainty; but I won _ be panicked when

that happens ... Now, tf I lay down pofnts f_re, they may be beh_.nd the vehicle,

what does that do? i'm assuming It'll ignore the.re. One way to determine how bad

this image is to get a new image af_d see how much it changes. WOW/WOW/No

wonder I was ao confu.ved. Whoo boy, that Intermediate image is almost worthless,

rm going to get a new image every time.

62's last sentence describes a technique that at least 7 of the operators were intentionally

doing by the end of the last task. Since they knew that the image that they had just received was

probably not the "final" image, they would ask for a new image frequently, to get an update of

where they were in the task.

One of those users was 61, and the comment from 61 above was made during the task 2 run

that is illustrated in Fight 6.21.

STRIP i_ was carefully designed to send images while the vehicle was still in motion. It

enables operators to pick points while the vehicle is in motion, which could enable the vehicle to

move a longer distance in the same period of time. Suppo_ that the vehicle is travelling at 1 m/s,

and thin it takes 3 s to digitize _m0 transmit an image, and 2 s to pick points and send them back to

the vetdcle. Also assume that the operator consistently picks n path that is exactly 20 meten ahead

of the vehicle at the time the image was digiti;,,ed. An operator receiving images while the vehicle

is slJll in motion could move 25% farther. This is easier to understand wilh the aid of Figure 6.28,
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msA
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I I I I I I
t=0 5 10 15 20 25 3O

image digitizing and transmission time

point picking and ttansntission time

Figure e.38 The advantage Ofeehding Images while the vehicle Is still Ih motion, In
oottdltlon A, it nbw Image Is tl'InemllltOdamt(i_m msthe iloln_ am moeived, even though
the vehicle may sUII be moving. In oOridlUonB, new poln_ are not sent until the Wttllele

step- moving.

For simplicity, suppose that the vehicle is travelling in a s_tight Une along the y axis. In time

fine A, the vehicle is initially ste,tionary at dine t=O and in position y=O. As soon as the vehicle

re_eives points, at time t- 5, it begins to move at 1 m/s, and simultaneously _ends a new hnage

(which in this case, happens to be the same image since it was taken just as movement began).

The operator again picks the same points up to post!ion y=20 in the image and sends those points

to the vehicle which receives them at time 10,just as it is reac_ng the y = 5 mark. Another image

is sent at time 10, and po_;s up to y=25 are chosen and sent to the vehicle, reaching there at time

t=15, po._ition y --- 10. The vehicle is still moving at hn/s because it has not run out of points yet.

It throws out t_c old point_, and has 15 m of points left o_ the new path (having passed the first

5 m of points while the image was _'tnstnitted to the operetor and points were picked). At this

point, at every ti.nle _5n+5 for inter;or n>2, the position will be y=Sn and there wi]! be 10 m of

points left i. the image that has just arrived, so the vehicle wiU never stop moving, In i)a.,ticuiar, at

time t--30 the vehicle's [_osition will be y=25.

Now consider tit_te line B, Again the vehicle is i_iaUy stationa_, at time t=0 and in position

y=o. As soon as t_e vehicle receives points, at time t'S, it begins to move at I m/s until it has

coml_lete_l the path at lime !=25, and position y=20. It sends an image back to else operator, and

sitsstationary for Ss un|il it gets new points at t-30, when it is still at position y--20. At this pc)in!.

vchiflc A is alrc_y ali(:ad of vehicle B, and sin_ they have the same maXiznum speed vehicle B

witt nev,:r catch .p. In fact, the gap will co.!inns to increase, At cve_ time t--Sn÷5 for integ_:r
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n>Ovehicle B's position will be y--4n, and so at every time t=5n+5 for integer n>2 the gap will be

n meters.

6A,1.2 Image Digitizing and a StoPl_d Vehtele

One thing about S'PRIPE that had become clear before the user studies began was that the first

two irnases in a STRIPE run always looked almost identical. As was explained in Section 3.2, this

happens as follows: the vehicle is initially stationa.,y a_d the first image is sent to the Operator

Workstation. The operator's 2D waypoinLq are ._entto the STRIPE Main module, and the Image

Capture module is infon'ned that it is time to digitize a new image. If the i_age capture ntodule

were to digitize an image immediately, the vehicle would not have moved at all, and the first two

images would look idendca.l. To prevent this from happening, STRit'I_ was adjusted m pause for

up to two seconds if the vehicle and the camera position had not moved since the previous image

was digitized.

Two seconds is not really much time, when the speed is being controlled by a safety driver

who lxas a certain delay between hearing the "start vehicle" sound, and actually starting to raove.

This duplicate image phenomenon occurs whenever the vehicle runs out of waypoints from

image n, and comes to a stop at u point beyond the last point on the next set of waypoints from

image n+ 1 that have not yet been received. Thus _e STRIPE tests were desi_,ned with a very slow

moving vehicle which, it. was thought, would eliminate this problem.

What was not anticipated was how hesitant certain o_rators would be about picking points.

Opt_ral:orswere instructed to be careful about the lx)ints chosen, the following is an excerpt from

the training script:

You canpickasmany pointsasyc)ulike,andthevehiclewillplana

smoothpathbetweenthem.The mostimponuntthingtoremember

isdmt yo1_onlywanttopickpointsthatyou are_bsolulelysureaxe

when:thevehicleshouldgo.As yougethigherup theimage,things

get furt_ar away and les,_ el©at. Bc careful to pick the points accu-

rately, and not too high up in th_ image if you can't pick a very
clc_ point there. _emcmbcr th_ vehicle i_ going to go wherever

you tell it to, and this is a fairly wide vehicle so be sure to give it
son_ space.
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As tables6.7,6.10,and 6.12show, so_c operatorspickedpointsthatwere much furtherout

thanothers.Also,intheslalomcourse,itwas fairlydifficulttopickpointsthatwere fatout.So

even thoughthevelliclewas slowed down, thedoubleimage phenonlen_ stillexisted.The first

pairof imagesinany sequenceusueilylooktlmo_ttidenlical,but inaddition,thiscan be seenin

images 13 & 14 of Figure 6.18, images 23 & 24 of Figure 6,19, images 5 & 6 and 7&8 of Figure

6.20, and images 3 & 4, 5 & 6, 7 & 8, 9 & 10, and 14 & 15 of Figure 6.22,

6.4.1,3 Images l_'rom UneXpeet_ OHenlatlom

Several operators expressed a feeling of disorientation at some time during the tasks:

Duringtask1:

40: This part ts really confusing so I think I'll drive a little bit.

Duringtask2:

24: Oh geeze, I don.'t know where i am now.

61: l becom¢ diaoriented so e_ily.

Duringtask3:

30: ] lose bearing wlten I lose sight of the horizon.

40: I'm a ltttle dlsoytented.

Seine operators were more explicit, and expressed the feeling that the image that they were

lookingatwas takenfrom a completelydifferentangl_thantheyexpected,and had nothingtodo

withthepaththattheyhad picked.

50: [The vehicle made an] unexpected right turn when command was straight but

off-canter alightly.

62: [I was surprised by the] difficulty of predicting the reaultsera command; both

direction of gate and physical Iocatioa . e,g., I'd expect to be looking down the

_ad, but instead would be staring into tile ditch.

Initially it seemed as though perhaps the operators Were correct, and that the vehicle had

somehow di'iven far off course, But tl_ts was not the ca_¢, the vehicle was slill on track. What had

happened to produce this?
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50'scomment was ba_ed on the acromap view,which unfortunatelycan not be accurately

reproduced.However, we can lookattheimage sequencestobetterunderstandwhat was happen.

ing.Figure6.29sl_owsthesequenceofimages that50 was probablytalkingabout.

....

6

7

r"l

Figure e.2g A Ssquenc_ of lhrm I_siies from Ol_stor 80's ran. Pay attention to the points
Ohmien and tl_ mountains in the baakground.

It is impossible to see amy real features on the ground in these images, but the btealc, between

the ground and the sky in the background provides a good frame of reference. In image 5 50 starts

picking points olY diagonally to the right, _d sends them to the vel_icle. Note that _ages 5 & 6

are almost identical, another case of the double-image l_henomenon of Section 6.4.1.2.

In irmtge 7 the pointa are just as 50 described them, straight but off-center, _md it is clear from

the back_ound that the veh/cle has moved to the right somewhat, 50 expected lha! the straight

of points would cause lhe velxiele to keep the same orientation in imag_ 8 as in image 7, and

was surprised when it (rid not. One of two things happened here. The first possibility is that the

points chosen in image 6 caused _he vehicle to continue moving to the right while the operator

was picking the points in image 7, mxd so image 8 was more to the right that 50 expected. The

other possibility is a bit morc complcx.

124



lavutigtttng the Uaer Interface _l_dyst, ef User Peffonmm_

If, however, the vehicle is near, or perhaps almost in the midst of a new set of points that have

just been transmitted, the short Iookahead distance (that was chosen to keep the vehicle as close to

the designated path as possible, see Section 3.2), xileans that a much more drastic motion must

take place to move the vehicle onto that new path.

Consider, for exampie, Figure 6,30, Imagine that the "duplicate image phenomenon"

&scribed in Section 6.4.1.2 has occurred, _d so an operator picks two sets of points in what is

essentially the same image_ Figure 6.30 shows an overhead view of the locations on the ground of

those points. The first set of points, the gray ones, are chosen _d sent to the vehicle and the vehi-

cle begins to drive. When the nest, identical image arrives at the operator workstation, the user

picks what appeal5 to be approximately the same path, the clear circles. Suppose that when the

new _ of points a.,Tive, the vehicle is positioned just at the second gray circle. When the clear

points arrive, the vehicle is suddenly informed that it is several centimeters to the left of the path

that it should be on. It makes a sharp turn to the right to get closer to the fight path, and then

almos_ ilrar_diately a correxting sharp tam to the left, see Figure 6.30. The position of the rear

axle of the vehicle, the location of the origin of the vehicle, does not mare.too drastically. But any

images digitized just as the vehicle is pulling over to the right will look as though the vehicle is

headed welt off the designated path. This Js the _q_cond possible explanation for the vehicle appar-

ently moving off to another location. Notice that the _t two images do not have to be identical

for this to happen. The problem can occur whenever the new path that the operator designates is

off to one side or the other, even slightly, of the previous path.

O
O

O
O

O
O

O

Figure 0,_10 An overhud ¥1Ow of the real woylcl IOutlona of two Sets of points ©t3oean In two
Jd_ltJ_Jll lffl61_. OrNl get 4)f polftig WdtlJoJid_i4Jll tO thO right of the other set of poJnt8.
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|

Figure 6.31 An 0verflRd view oftl_ mill world io_ii_i0rl4of two sets of points ch0_n In tWo
IdentiCal Imqu, and the vehlOli path through tholo pointt. When the vehl©li receivll the

osoOnd set of points, it milkU • sharp turn tO the right to get On to 1he new path.

Someiim=s operators only pick points that are very far out in the image, for example consider

image 2 in Figure 6.20. Other times, operators pick points that sum very clog= to the bottom of the

screen, s,ch as in image tO in Figure 6.20. This problem is obviously more likely to occur when

operators pick points lower in an image. If the first point on the new path is high in the image and

therefore we,ll I_yond the lookallead distance of the vehicle, the vehicle will just plot a smooth

path v_ the beginning of that path. as iIlus_ted in Figur= 6.30.

qD

Figure (i.$2 An ovmhud view of the reelworld Io_ltlons of two ostl of points chosen In two
Idenll_ll Ir_geil, and thevehicle pith through thmie points. In this 41_lltlon, the v_hloll has

not yet mchod the new eat of points, and so the correotlon Is mote gradual.
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Wl_n am operator picks a single point in an image, an additional point at the bottom center is

added to make a list of two points for interpolation on the vehicle (see Section 3.2), so this makes

the possibility of tl_s sort of a _ection occurring even more likely. If at least two points are des-

ignated by theoperator,then no otherpoints are added,

TI_e obvious solution to this problem would be to reproject the points chosen in the previous

image into their p_edicted ioeations in the new image. Two participants suggested just this idea:

50: Even bener would be a cursor indicating current position on the curr_nt

image, but this would be harder. This cursor should also be updated in real time,

and should leave a nail.

62: It'd be nice to regard the previous poi_ts as foo_rints ¢md see them on the new

image.

An early version of STRIPE did just this. The vehicle position and orientation is tr_msrni_d

back to the operator control station along with each image, and it is this information that was used

to update the amomap. It is simple to _roject the waypoints from the previous image back into

thenow image based on thevehicle'spositionand orientationinforx.ation.The projectedpoints

arenotnecessarilyaccurate,astheorientationoftheworldahead may havechanged,butitwould

have beeninte_stingtoseehow thisextrapieceof informationhelpedorhinderedusers.

Unfortunately,certainelementsof thisinterfacewere similarto another,patentedinterface,

whose owner threatenedus witha suitifwe replicatedhisinterface.We didnotwlmt toenterinto

egtended legal discussions as to the vai_dity of his claims and impede progress on S13_PE, so we

removed that feature from our system. This deprived us of the opportunity to do interesting com-

parisons.

Finp.lly,A few operatorscommented thatcopiesof old images thathad gone by would he

helpful'.

40: I was surprised at how difficult the taska' were. When the next image didn't

_how up as e:cpected (didn't contain the view I predicted) l found # ham to explain,

and could not recall the previous image tn order to forth an explanation, which

resulted tn not having a good overall understand;'lg of the expected changes.

Maybe being able to ftlp back would be useful.

45: At the tnst/ott the image moved, I had a better sense of whe_ the cones were.
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61: Perhaps tf we could see the previous image alongside the current image it

would help prevolt disorientation.

6.4.1.4 laldlcatlon of scale in ",he images

The images dxemselves contained no in.formatlon about the width of the vehicle. In addition,

thelackofknowledge abouttheshapeoftheterraininfrontofthevehiclemeant thatany predic-

tiom about the width of the vehiclecould be dramaticallywrong. Recall the example of

_ction 2.4.1where a particularpointintheimage was 25 metersfurtheraway from thevehicle

than a flat-earth model predicted: tkis would also create a vehicle width in the image twice as

wide as it should be.

During the operator t_ining phase of the study, two operators asked about the width of the

vehicle:

30: L_there, an indication of the width of the vehicle ?

45: It would be useful to have an indication of the vehicle width in the image .. ill

wanted to park or go around a vehicle, l want to know the width.

In the first ta_k_ operators were told that the width of the Mad was about one and a half to two

times the width of the vehicle, and only one operator complained about not knowing the vehicle's

width. But in the second task. where operators needed to carefully navigate around the traffic

cones, the lack of any information about whicle width was a real problem:

44: It's a little hard.,ince I don _ know how wide the vehicle is, how far out from the

cotle.s to go, but I bWw the width in the fir_t task.

4.5: I don't know how much space i need to cleat, the cones.

50: It's harder for me to judge how far I ara from the cones, before l just had to

know what halfway between was.

Issues specific to the wide and narrow field of view lenses will be discussed in

,Sections 6.4.4.2 and 6,4.4.3, but several of the operators who were using the standard lens com-

plained about the unexpected appearance of the images:

30: The narrow field of view of about 30.40 degrees was disorienting. You forget

almut things outsl&: of your field of view. [The horizonlal field of view was actu-

ally nearly 44 degrees]
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31: The conesseemed too big compared to theb_ildingbehindit.[Infactthe

building in the background was very far away]

40: [I was surprised by] the scale of things in the first task.

4I: I don't want to go too far, because I can _ tell very well the depth of thiBgs in

the image.

44: It was hard ro gauge actual dtstance_ from the images.

64,1,$ Llmdmarks

Some operators made use of landmarks in the scene to help interpret an image, and to deter.

mine how far the vehicle had travelled.

30: I lose beating when I lose stte of the horizon.

40:1probably won't see this cone in the ne:c picture

50: Oh - there we an. [saw the cargo van in the image]

51: Being able to see the line move towards me. lets me know how fast l'm moving.

62: "I want to see _ cones in the next image.

After the tests were over, 61 described how he used landmarks:

61: First point the camera in the directt_m I want to go in, then move forward, but

not so far that all landmarks are out of vtew. 7hat way it was easier to reorient the

camera.... The biggest difficulty _s that you can _ fix the camera on an objective/

landmark throughout a move. When you turn, it's easy to become disoriented.

The set of tasks that operators peffonaec[ during our tests were fairly limited on landmexks,

perhaps operator's performance would have improved in a less uniform environment. There were

a lot of cones on the first course, but not a lot of ways to distinguish between them, as _ pointed

out duringthat task:

51: "It wouM be nice _ the cones had numbers on them, I'm very confused about

how far I've moved"

The second task does, to a certain extent, have more landmark._, but because in most images

the cemes in the distance are not clear this probably provided limited help.
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6.4.1.6 Poor Image Quality

At least 8 of the operators complained about the low quality of the images that they were

receiving, and they were justified in doing so. The operator workstation only provided 8 different

graylevels, and depending on the lighting and the environment itself, this sometimes led to very

confusing images. While this research has demonsU-ated that operators cm_ navigate using

extremely poor images, it would be interesting tOsee if performance improves with better images.

One operator suggested that color would help. It was felt that the lack of color in our test site

meant that the only thing color would do in these tests would be to make the orange and blue teal-

fic cones stand out better, against the background. Results discussed in Section 2.3.1.2 suggest that

color is a feature that would be worth studying in future tests.

6.4.1.7 Long Delay Between Images

Several operators commenvxt on the long delay between imagos, especially during the periods

where there _as difficulty maintaining line of site between the vehicle and the operator worksta-

tion and the transfer time sometimes took minutes. 44. suggested that the system sound a tone

when a new image was sent, and 40 suggested a status bar that would indicato the percentage of

the image that ha q _ uansferred.

6.4.2 VeMcle Control

6.4.2.i Panning and Tilting the Cameras

It seemed obvious to me, the most experienced STRIPE user, that at the beginning of the third

task the obvious thing m do would be to pan the camera to the fight, the dir_tion of t_e goal, and

then to pick points. Only two operators, _ 1.and _., panned before picking points.

The only other experienced STRIPE operator at Carnegie Mellon was an undergraduate who

helped to test the system, layout the tasks, and do some of the user studies, In tho middle of one

test, while she was picking points, she did something unexpected. She wanted to turn the vehicle

to the right. She panned the cameras to the right, and got a new image, Then, site panned the cam-

era back to center and picked points. When asked about her behavior, she explained that she did

tl_e same thi.g that Site d oefi when she is driving her car and wants to turn at an intersection. First
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shelooks to the right to see the intersection. Then she looks straight ahead and turns the car into

the in_er._ection.

The training _ript never explicitly explained that operators were allowed to pick points in

images while the camera was panned. Nevertheless, all but two operators, 34 and 51, did eventu-

ally pickpointsinan image thatwas panned,tHowever, itwas notnecessarilycleartothem that

this was legal until they tried it. Different operators seemed to work this out at different times"

During L,_nin8:

62: i'm t_. in8 to think ... the vehicle ki_ows how its oriented. I can sort of ignore

the pan angle when choosing the path I want to take, just send it to pan i_ the

direcffon ! want to go and then just pick.

During the second task:

36: Can l pick po#tts even though the camera has been panned and tilted?

44: I'm going to look to the left so I'll have a place to point to [i.e. pick points] to

go left..,.l want ¢o pick points on the left side of the screen, but the center of the

vehicle is at the bottom center of the. image, so I don't know if this will work...

oh... looka like ff did ok

44: The camera is poi_ffng to the left, so I'm looking to the left, so my inclination

is to reset the camera to .ffraig_ ahead, that that would work best, brt it seems to

work ok with it turned too.

6I: l'm just panning Cheimage so i can get points mote to the left.

During thethird task:

4_: lf l pick points while I'm panned to the right will I go to the right?

After the tests, when asked if they had developed any sort of a system for performing the

tasks, 44 elaborated:

44: Thinking less about where the camera was pointing and just placing points

where I wanted to go (this _ometimes worked better, but less so on task 2).

1.51 did pm the ¢_ra in task3, add 34 pannedit mtt11¢very end of task 1obut never got animage with this
n_w lmXt,so thil i$not reflected ili tn51¢6.7.
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At least two of the operators complained that panning and lilting the cameras took too much

time. Perhaps O.is was because in order to see the new pan and tilt operators have to wait for a

new in_ge. At least one operator, 30, _ie,d to pan during task two and had a slow response due to

an unusual (for tasks 2 and 3) slow-down in the data a'ansfer over the wireless ethemet during that

task.

30: It takes time to pa_. - I get a faster respo_e ill don't pan,

32: I might have tried to pan the camera more to get a better view of w_at I was

doing (looking before [ leaped) but it took too long to do so.

34: Ill move the camera,s I'm wasting time,

62: The problem with the pan is that 1 don't want to waste time getting a new

image.

62: 1'don't like to use the pan because of the delay. Unless 1 get a totally zmex.

pected result I'm not going to use the pan.

6A.2.2 Operators using a Non-Zero Pan

A few operators panned the camera and then forgot that they had done so as later

images came in. At some point, when an unexi_ectcd image arrived at Ih¢ vehicle,

the oi_m'ator would check the "camet'a angle information window" and recognize

the problem.

6A.2.3 Yehlcle Agility

Some operators expressed corxcems that they had no fed for how sharply they could turn the

vehicle.

35: I still don't have a feel for tight tur_s, I trled to pan and then use that to go a

little _ghter.

42: Would be nk;e re turn sharply. [42 had experience with unothcr t¢lcopcrated

vehicle that thad the ability to make point turns]

44: The only fn¢.,ltratb_g th#zg was turning precisely on the slalom course, hut

that's probably a matter of practice rather than interface or system,

Guidelines indicating where the vehicl¢ could go could be superimposed on the image, but as

in Section 6.4.1.4, there cou|d be problems with accuracy on non-planar terrain,
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6.4.2.4 Reversing

Several operators expressed _m interest in being able to reverse the vehicle:

30: I wanted to back up -. just inverting the path the vehicle took would have been

fine,

3& Too bad we don't have reverse,

36: Can i backup?

40: I guess you can't back it up.

41: Can the vehicle drive backwards?

42: Would be nice to backup.

62:1fit's a single cone we're ok. i.fit's a double we're in deep doo.doo and l wish I

couldbackup.

Assuming thatshiftingthe vehicleintoreverseisnot a problem, thereisno reasonwhy

STRIPE couldnotbe extendedtohave thecapabilitytoreversealongapathithas previouslytra-

versed.Or alternatively,an additionalcamera could be mounted on therearof thevehicle,and

specificpointsbehindthevehiclecouldbe picked.

6.4.2.$ Speed Control

STRIPE was designed to drive at a constant speed. There seemed no reason to designate a par-

ticular speed for any given set of points: an operator was either confident about those points or

not. However some of the participants in the study disagreed:

.?2: Acceleration and deceleratiotJ controls would be a goad addition, Sometimes 1

wanted to go slow, and others I was open to going more quickly.

50: It would have worked better if! also had a speed control so that I could do

small yrequent updates at lower speed.

In addilion, operators complained that they had little feel for how quickly the vehicle was

moving:

23: I k_mw it stu_ws me moving but l just don't buy it,

32: H'ml not sure _the vehicle is moving or nat.

50: I don't really have any sort of sense how fast we're moving, which ntakes it a
bit harder.
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At least one opelator thought that the speed varied:

51: It's going a lot faster nosy.

6A.2.6 Stopping and Sta_ng the Vehicle

In general, the STRIPE main module on the vehicle assumes co,_trol of when the vehicle stops

and when the vehicle starts, based on whether there are any points left it_ the path. But operators

were given a "stop vehicle" button. The foilowing is a description of this button from the training

script:

The vehicle is programmed to drive at about 2 miles per hour as

long as it haS m_ypoints to follow. When it runs out of points, it will

stop, and wait for mote. If, for some reason, you wish to stop the

vehicle at any other time, you can press the "stop vehicle" button

with your left mouse button. For example, if you send some bad

points by mistake, you can press the "stop vehicle" button. (Notice

that except for erasing a_d sending points, you always use the left

mouse button) To start the vehicle moving again, press the "restart

vehicle" button. After you llit the "restart vehi¢lc" button, the vehi-

cle will wait for a new set of points from you, and then start to

move.

Only four of the operators with valid data made use of the "stop vehicle button" in any of the

tasks. Of the !3 times it was u_d, eight of them were by operator _0, who had a v¢_ wide field of

view and who wandered back and forth past the goal. Two of those eight were at the test adminis.

trator's request after the safety driver had stopped the vehicle and repotted that it had to be rcposi.

tioned to avoid driving in an unsafe area.

Despite the specific instruction during training to u_ the stop button if bad points were sent,

34 expressed a concern that: hc had sent bad points, bus did not use the stop vehicle button.

6.4.2.'7 Thu 'qntddle" of the vehicle

The training script instrucled users that they should pick points where they wanted "the mid-

dle of the vehicle to go."

The origin of the STRIPE vehicle is on the ground at _ c¢nLer of the back axle. It was

•ought that operators would find rids unnatural, and so the vehicle aotualiy stoi_pcd when the
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frontof the vehicle had just crossed the points. 51 asked fox"clarification during training, and dur-

Lug task 1, 42 complained of not knowing where on the vehicle points wet© being ahosen for.

6.4.3 The Basle Graphical User Interface

64,3.1 Get New Image Button

Mat_y o_rators complained about the procedure for requesting a new image without picking

points in the current one. In the initial design of STRIPE, the system was always in o_e of two

modes. In "point picking" mode, operators would pick points, send them to the vehicle, and get a

new image, To indicate the desire to leave point picking mode, _he operator would send a path

with zero points in it. Now the operator would be in "_aphical user interface" or "gui" mode. In

gui mode, the operator could adjust the pan and tilt of the camera, stop the vehicle, and make

other adjusunents on the gui such as changing the rate of image compression. When an operator

wz_s finished with gui tootle, the "get new image from vehicle" button on the gui was pressed and

dxe operator returned to point picking mode.

In subsequent upgrtides to STRIPE, this concept of mode was, for the most part, dismissed.

Operatocs could adjust the pan/tilt unit or the con_pression ratio at any time, and the adjustment

would be reflected in the next image that was digitized on the vehicle. But the get new image pro.

cedure remained es_ntially the same. This interface, with the adjust compression ratio option

hiddefl, was the interface used for all the mor tests

The following is the procedure that operators had to use to get a new im,tgc without picking

points in the current erie, and is taken directly from the "cheat sheet" of reminders that they were

given during _raitlin 8 (see appendix D):

Y.o__im_w_out uic_ nl_nl_

1, If you h_ve selectedany points, erase them with the middle button.

2. Press the right button to send _ro points to the vehicle.

3. Press the "get new image" button.

Operators argued that sending tt path with _,_ro points to the vehicl_ (steps 1 and 2 ubove) or

clicking the: "get nexv irna_je from vel_icle" button should be sufficient.
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23: Why do you have to right click, then get new image.

30: It look a lot c./ effort to get a new image wit_ut pickin8 points.

41: You should be able to get a new image without having to first click the right

button.

4.4: It was mildly a_noyin8 to have to send zero points before requestin 8 a new

itnage, especially when resetting a camera position.

45: I would expect that sending zero points shoald be enough to say get new

image.

62: I wish I could send nothing and automatically get a new image.

6.4.3.2 The Restart Vehicle Button

The requirement to push the restart vehicle button after hitting the stop button (see Section

6.4.2.6) was confusing. A new image was not sent until the restart image button was pressed.

After allowing 30 to flounder for some time wondering why a new image was not appearing, the

test administrator instructed 30 tx_press the reset button so that the test could resume. The exist-

¢nce of the reset button was another part of the STRIPE early design that was unnecessary in the

later versions.

6.4.3.3 Adjusting the Pan and Tilt Values

Several operators suggested that the one degree increments for adjusting the pan and tilt val-

ues was overkill, as was _¢ pr_ision to one huftdredth of ott¢ degree in the display for the current

image's pan and tilt:

45: Don't need one degree at'curacy, 5 degrees would be fine.

4.5: I don _tcam about the .00 on the catfwra angle info.

62: It'd be nice to be able to pan by 5 degree increments,

Operators 31. and 45 also complained that holding, down an adjust pan or til_ arrow did not

make it autorepeat, and _ complained that these arrows were difficult to see,

6.4.4 Operator Interfaces

Because 1herr were only t,_o ola;ratots with valid data in each ca_ego _ of interface, it is net

possible to show that any of the interfaces was statistically signi_cantiy better than any of the oth-

136



Investigating the USerinterface Analysis of User Performance

erS. We can, however, examine in more general terms how operators in each of the seven catego-

des fared.

6.4.4.1 Reduced Bandwidth

The interesting thing about the reduced bandwidth condition is that it has the possibifity of

helping operators to see the images they expect to see some of the time.

Th# fact that sending images takes more time means that the duplicate image phenor._enon

(Section 6.4.1.2) i$ more likely to occur, because the vehicle has more time to tort out of points in

a path. If.'the operator recognizes their the new image is a duplicate of the previous one, and picks

about the same po_ts in the duplicate image, then there is a good chance that the next image that

the operator will _ will be at the end of that path. As was mentioned in Section 6.4.i.2, both 34

and 35 displayed this in at least one of their runs.

On theotherhand,¢_peratorsrunningunderreducedbandwidthconditionsdo notgetmuch of

a che.ncetoupdatepathsonce thevehiclehas begun tofoUow them.Thismay leadtoerrorsif

operato_pickpo_ts veryhighinan image,where a singlepixelcorrespondstoa largepatchof

ground.Finally,recallthatalmostalloftheoperatorswerepresented,towardstheend ofthefirst

task,,_ithverylow bandv,_,dthtransmissionsdu: toreduced_rformance from thewirelessether-

net.

It is impossible to say whether 34 and 3.5 performed well because of individual skill or

because of _mething inl_mnt in the lower bandwidth condition. Nevertheless, it is worth noting

that each of them was the top performer in one of the tasks (_ successfully completed task 2, and

35 had theshortestdistancefor task 3).

6.4.4.2 Nam_w _'ield of View Leas

As was discussed in Section 6.2.6.2, the narrow field _f view lens did not have _tutom_tic iris

control, and so operators were probably himdered somewhat by daak or light images,

The narrow field of view lens, while limiting the amount the operator could see on the _idcs of

the images, does cause objects within the field of view to appear larger and closer. It also allows
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operators W be more precise in their point selection, because each pixel corresponds to a smaller

patch of ground than the cofr_ponding pixei as viewed through the standard lens.

One big problem with using a narrow field of view lens is that any rotations of the vehicle are

emphasized.For example,considerFigure6.33,thefit,stthreeimagesthat62 saw atthebeginning

oftaskI.An examinationofthepaththat62 tooksliowsno sharptunltothetight.Rather,thisis

probably a case of an image being taken during a positioncorrectionas de_ribed in

Section6.4.1.3.The verynarrow fieldof view lensmeans thatnone of theleftsideoftheroadis

visible,whileitmighthave been inthestandardlens.

Figure 6._i The first three Images from operator 62's first run on task 1.

Other than 62 needing to repeat the fu_t task, 61 and 62, the operators using the narrow field

of view perfon_ed fairly well in general.

6.4.4.3 Wide Field of VieW Lem

Like the narrow field of view lens. th_ wide field of view lens had no automatic iris control,

and so often the images we_ very bright or very dark. The images also were distorted at the

edges,butoperatorsdidnotSeem tofnindthedistortion,intask3.51 pickedpointsoutsid_of the

recommended area, Perhaps rectification of eniir¢ irru_ges taken with a wide field of view lens

before, displaying them is u_e_.*ssary, but r_tification of those individual points picked before

they are sent to the vehicle is wm'thwhile.

In the wide field of view lens each pixel corresponds to a l_ger patch of ground, so the wide

field of viers, lens does not _dlow o_rators to pick points tts l_'ecisely as the other lenses. The wide

field ¢,f view lens does alk)w Op(;rators to see more of the context of what wag going on around

13_;



Inwstip_g _e User Interface Anslyils of User Performmlce

them, but given the poor quality of the images, r_is probably does not make up for the way objects

appear farther and smaller in the images.

The field of view on this lens was wide enough to include the shadow of the vehicle at times,

which, changed at different vehicle ofienta_ons and di.ffetent times of day. For example,

Figure 6.34 contains thxee itnages taken during _l.'s first task. _ recognized that Ms was a

shadow, but was still confused that it was different at different angles:

51: It'S weird how the vehicle shadow changes.

19

Flgu_ 0,34 The ahid¢_ _fthe vehicle was ¥1ell_eInsome Images tliksn with the Widefi61d
of view IonS.The shadow ©hsngeass the ¢_ientst_n of the vihl©te chanQss.

6.4.4.4 Max/mum Comprt_ton

Because of the poor quaiity of the operator's monitor, the reduced quality of the images that

w_te more heavily compressed was not as significant as i.t would flare been on a be_r monitor.

_. and _ generally did well at the tasRs, thoUgh 36 did get caught by the "car deale_hip"

obstacleintask3.

6.4A.$ No graphical PalffTllt

There were two effects of removing the graphical interface to th= pan tilt. First, as was

©xpected, operators did get confu_d between 1eft and right pan, though in retrospect this could

have beon _sily renw.died with left and right buttons for lc.ft and right pan instead of ",.heup and

dow,. buttons for increase and decrease pail. 45 suggested that a graphical interface would be
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helpful. Both 24 and 43 had difficulties on task 2 when they thought they were looking in one

direction, but the camera w_s, in fact, panned in the other direction.

The other effect that was of interest was whether operators would have a hard time judging

what a particul_ pan angte me_t,e.g., how much is twenty degrees to the left7

_. generally performed tasks sigmficantly better and faster tha_x _, even though they were

run_ng, unde_ the same contritions. Despite the lack of a graphical interface, 31 made more tharl

average use of the pan, particularly in task 3.

6A,4.6 Dashboard interface

40 and #1 generally took things more slowly than some of the other operators. It seems likely

that this has more to do with their picking points relatively low in the images than with the dash-

board interface. 41 was also caught by the "car dealership flags" in the last task.

The tests with the dashboard interface were held to determine whether operators found that a

car-like display gave a better feel for the pan angle of the camera, One of the operators did say

that the display was helpful:

41: I like that # [dashboard gui] moves, it help._ a lot

During training, both operators were shown that tl_y could move the camera pan to it's mini-

mum extent, which moved the image graphic partially outside of the "windshield" area. The fact

that the image could movo to the left of the windshield was intex_ti.onal, it was _eant to show

operators that they could pan further to the left titan one could view tlltough a standard wind-

shield. But 41 stopped paaning leftwards when the image reached the left edge of the windshield,

apparently thinking that this was as far as the camera could pan.
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6.S Discussion

Any user study with such _.Limited number of participants is not designed to genera/e statisti-

cally significant numerical results, but rather to provide some indications of the most important

effects. The quantitative perfortnance, recorded comments, and my observation of the participants

in this Study provided a wealth of insight in to how the system works. Tlds section details my

view of changes that should be made to the system, and to the way users are trained.

Further Investigate Digitizing While TRe Vehicle Is Still Movin:_

The thing that surprised me the most about the novice users approach to STRIPE was the fact

that most of the operators apparently did not understand the fact that images were digitized as the

vehicle was stilt moving.

The operator training in this area was obviously deficient. Perhaps showing operators a real

sequence of images and points picked by an experl- operator with a clear explal_atlon of the

"early" images might be more helpful.

As an expert STRIPE user, I believe the early images to be helpful. At worst, I can throw these

images out and get a new inmge. At best, I can pick more poiflts in those images and move further

faster. I would be reluctant to take this advantage away from novice users.

One possible way to get the feel for the: early intages across to the operators would be to repro-

ject the previous points into the r_ew images. Operators could be allowed to accept none, some, or

all of the points (and add to the end of the path if desired). It is not obvious, however, that this will

be an improvement. Operator_ who reject all of the previous points may forget that while they are

taking the time to pick new points the vehicle is still following their old ones.

It would be worthwhile comparing novice operators using three types of interfaces:

1. STRIPE with an ilTtproved aeromap (see "Reorient Map Interface And Draw Vehicle To
Scale" below) and early images.

2. S_ with an hnproved aeromap, early images, _md reprojected points.

3. STRIPE witl_ an ilnproved aeromap, and images that are digitized only after _e vehicle
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reachestheend of adesignatedpath,

Il_licvethatwiththeadditionof theaetomap tou_llthem how fartheyhave moved, novice

operators will be rnore comfortable receiving ir_ges re.ken before the vehicle has reached the end

of the path, and will perform individual tasks faster than operators whose images are not digitized

until the vehicle stops moving. The additional variable of reptojected _ints in the images should

prove _teresting to study.

Correct The Duplicate Image Phenomenon

It is possible to reduce the number of neaxly-duplicate images, but not to eliminate them

entirely. For this reason an a_dition to the script explaining that this can happen with a sample

sequen_ ofrealimagesand pointspickedwould be helpful.

When the Image Capture module receives a "get new image" re,quest, and the vehicle has not

moved much since the previous image was captured, it can check with the STRIPE Main module

to s¢¢ whether new points have been sent to the vehicle. If new points have been sent to the vehi-

tie, the h_age Capture nnodule can continue to check whether the vehicle has made a sufficiently

lar|Ie move before taking an image, but the time limit at which point a new image is laken regard-

less of position can be extended AlloWing a longer time limit will mean fewer "duplicate images,"

especially when the system is under manual speed eonu'ol and the current shorter time limit does

not take into account the slower reaction time of the safety driver.

Reduce The Number Of Images Taken From Unexpected Ortentaffons

Even if operators understand that images are taken while the vehicle is still moving, they can

still be suq_tised by ifflages t_en at unexpected (_rientations when the vehicle is ttansitioning

from ma old path to the cutren! one (Section 6.4.1.3). It is possible to reduce the number of occur-

rcn¢cs of this problem,

When the Image Capture module receives a "get new image request," again it can query the

STRIPE Main module to sac if new points were recently sent. The S_E Main module c(mld

als(y k_ep track of 1he vehicle yaw for the lilt few Seconds and tt_smit this informalion to the IC
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Module. The IC module couldthenche_k whetherthe_ had been a dramaticchange in yaw

recently,andifsowaitafew secondstoallowthepositioncorrectiontoI_made beforedigitizing

anew image.

StoreOld imagesAnd AllowPlayback

Itwould be fairlyeasyfortheol_¢t'atorcontrolstationtostoresome number ofback images

andplaythem backfortheuser.Thisisaf_turethatwas requestedby two operatorsinthestudy,

andlfintedatby two others:

34: Maybe interpolate the frames to simulate the movement the vehicle took.

40: Maybe being able toPip back [through the old images] would be u._eful.

4.5: At the instant the image moved, I had a better sense of where the cones were.

61: Perhaps If we could ace the previous image alongside the currant image it

would help prevent disorientation.

At very least opc_-alors should be able to scroU through old images. _ there is not enough

,'oom on the workstation monitor to display two images side-by-side, there could be an option to

display quarter-sized versions of the current image and the three images before that.

34'ssuggestionofinte_olatinlithefranussisan interestingone.As eachnew image is_aus-

mittedback to the vehicle,some extrapositionaldatacouldbe u'ansmi_d.This datawould

include 3D position data for the vehicle's path between the current image and the previous one,

collected every second or every meter while the vehicle was moving. This data could be u_d at

theoperatorWorkstationtocreat_an interpolationbetweenthetwo imagesusing3ochem'svirtual

camc_ techniques. [19]

Allowtopickpointsforleftorrightwheeltrack

The needtokno_,thewidthof thevehicleinordertocloselynavigatearoundan objecton

onlyone sideofthevehiclecouldbe eliminatedby allowingtheoperatortochoosetopicki_oints

for the left or right side of the vehicle instead of just for the center of the vehicle. This could be

acce,mplishedusingeitherbuttonson the_aplficaiuserinterfaceortheconltoland altkeyson the

workstationinadditiontothemou_ clicks.To remindthe user thattheywere pickingpointsin
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this special mode, the design of the cursor and of the new points should have a different appear-

anc¢.

This would ce_ainly have allowed users to navigate around the slalom without needing to

know the width of the vehicle, but it is not clear how con_fortable novices would be with this tech-

nique.

Improve lmuSe Ouaiity

While h was encouraging to see that operators could perform the different tasks using images

with only 8 graylevels, it was clear that operators distiked the low quality images. Switching to a

better monitor or adding some dithering would make the operators much happier. It would proba-

bly improve the performance of operators using a wider field of view lens.

Reduce Transmission 01_erhead

It was not until tests were done on the highly compressed images that the magnitude of the

overhead due to image digitization, compression, preparing for transmission, decompression, and

display was recognized. It is probably possible to reduce this overhead by a few seconds by care-

ful rewriting of some of the relevant code. This is probably a worthwhile endeavor.

The addition of _ graphical indication of the percentage of the image that has already been

transferred would also be welcomed by operators.

Add Reversing Capability

It would be fairly simple to add code that would allow the vehicle to reverse along the path

that it has just traversed, and this could be vels, helpful to operators.

Improve Panning and Tilting the Camera

Operators would have a better chance at remembering that the camera was panned when the

current image was taken if there were an indication in the image that thia was the case. Adding a
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color or patterned border around the edges of those images that were taken with a non-zero pan

angle could be all that is needed to remind the operators to reset the camera pan for the next image

before pickiftg points. Alteraatively, or in addition, a different cursor and point designator could

be used.

Operators should also be tra_ed to adjust the pan for the next image before picking points in

the current image, to reduce _ number of new images that are requested without picking points.

Operators also need to know that they can pick points willie the camera is panned. The easiest

way to emphasize this is to add a section to the training script in which operators pan the camera,

then pick points in the panned image, and are reminded by the trainer that they are doing so.

Operators probably do not need to be ren_ded about the tilt of the camera, because d_ex!ew _

of the horizon in the image is a constant indication of tilt.

Use a Graphical PaW_It Interface

The arrows on lhe.pan corttrol should point left/right instead of up/down. Holding down the

button on the pan cr tilt control for an extended period of lime should cause the button to auto-

repeat more quickly. I do believe that operators may, occagioneily, wish to have a finer control of

the pan or tilt than 5 degrees, and I believe that an auto-repeat on the button should make opera-

tots who wanted a coarser control happy.

The dashboard interface probably does not give as much feel for angle as the compass inter-

face, though both could be improved and compared again.

The dashboard interface si_o_d have an indication of maxinmm allowable pan. Perhaps some-

thing like the version in Figure 6.35, where the maximum pan is indicated by the dashed lines.

The compass interfatce should have the left and fight pan indieaced by left and rigl_t arrows,

end the c_'ientatk., of the vehicle used to indical_ p_anshould be rotated as in Figure 6.36.

A comparison of the_e two improved interfaces is probably worthwhile.
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Figu: 6.S_;

®
An imw_ve_, dahl_atd Interface, with an oulllne

Indlostlng the allowable pen arch.

Camera ¢ontro Is:

Pan: 1__1_.I._ _ Tilt: .T____, '_'.Jr__]

Add Speed Control

A simpk; speed control interface could ifidieate that the vehicle _hould move at a higher or

Iow,a than r_,'naal speed _:ough certain points by allowing operators to set two spe_ds for velfi-

cle move'_p.nt. The standard spce_l would be the speed at which the ve]ficte would travel when

points were picl_e_ in the normal manner. Tt'c alternative spzed would be the spe_d at which the

vehicle would travel when the shift key was held down as points were picked. Requidn$ opera-
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tors to make an active change in the way they pick points Coyusing the shift key) might reduce the

possibility that _ey would forget that a special speed had been chosen.

Reorient Map lnterfone And Draw Vehicle To Scale

The map interface should be adjusted so that in the first aeromap of any run the vehicle is

pointing upward, as several operators indicated they found more intuitive and would prefer. This

adjustment in vehicle orientation should remain constant throughout subsequent maps, even when

the operator moves the vehicle off the map and the map is cleared and redrawn from a new posi-

tion.

The vehicleintheaeromap was abouttwicethesizeitshouldhavebeentomatch thescaleof

the.rest of the map, this should be corrected so that the vehicle is drawn to scale. The current map

repre_nts an area approximately 131 meters by 164 meters. If the vehicle were allowed to remain

the same size, the area that the aeromap c_mld covet would be quartered.

Probably the best solution is to allow the operator to zoom in and out on the aercmap. Opera-

tors can start with the vehicle at the current size and a smaller area of coverage. As the vehicle

begins to move out of the covered area, operators would ,have the option of reducing the resolu-

tion and covering a larger _trea.

Correct Get New Image From Vel_icl¢ Procedure

Thu operators were right when they said that the procedure for getting a new image was too

difficult. Two techniques should produce a new image on the operator's monitor:

1. The operator sends a path with zero points. No additional information is necessary

2, The "get new image from vehicle" button is pressed. If some points have already been
picked in the image a pop.up "are you sure" dialog box could appear.

Change ,Stop�Reset Vehicle Button Procedure

This was ind_d confitsing. The reset button should be removed. Pressing the stop button

should stop the vehlcle and display a dialog ix3x informing the c_c.t'ator that the vehicle was
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stopped and will not move again until it receives a new set of points from the Ol_rato:r.If an image

is currently being transferred from the vehicle to the operator, the dialog box should further ask

th¢ operator if thvy wish to transfer a new _age from the vehicles stopped position of continu¢

transmitti_ng the current image.
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I II I I I

The STRIPE system is a unique combination of computer control and intelligent user interac-

tion. The computer detemfines the 3D world paLh d_signated by the 2D waypoiuts and then accu-

rately controls the vehi¢lo over rugged terrain. Thc human must select poim_ in the 2D image that

accuratel.y designate when. the whicle should go.

7.1 Contributions

7.1.1 STRIPE Works

STRIPE solves the problem of controlling a robot across a very low-bandwidth, very high-

delay transmission litXk. Usinli static image data from a sitagle camera, STRIPE ¢nabl¢s an opera-

forto directthe vehicleto fifllowa given path.STRIPE works on hillyterrain,and does not

requireany advance knowledg(;about the shape of thatterrain.STRIPE's polyliedralearth

reprojecliontechniquesallowittoconstructamodel oftheten'aiRinreal-time,asitisn=eded,in

order to accurately compute the necessary steering angles.

It is important to ©mphasiZ¢ that STILk°E is specifically designed to work in situations where

a few ttleolmration syat¢ms would provide reduced pertbnnance, and mo.q would fret work at all.
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Novice op_tors have used STRIPE to successfully conlrol a remote vehicle with an 18 second

dday between the time that an image wa._ requested and the time it appeared on the operator's

monitor. A semi-autonomous system requiring stereo image data would require a longer image

transmission time over very low bandwidth communication links. The only other semi-autono-

mous sy_tefn that uses moflocular image data provides significantly reduced accuracy when

required to follow longer paths on hilly terrain. Systems that require an operator to directly con-

trol the vehicle steering would either f_ to make reasonable progress or fail to perform the

requi_ed tasks with such a low image update rate. STRIPE provides the solution to the problem of

vehicle tdeoperafion over low-bandwidth links and liras with significant latencies.

7.1.2 STRIPE iS Robust

STRIPE is tolerant to small errors in the camera calibration, camera positioning, inertial sen-

sot, terrain prediclion, and huinan point selection. While the Navlab 2 provided an excellent lest-

bed for this work, STRIPE could be implemented on a much smatIer and less expensive vehicle.

The STRIPE inertial sensor does not require a high accuracy on a global scale. Because the sys-

tam is essentially i:einitialized every time a new image is digitized, it is very tolerant to drift in the

global position.

An important factor in the STRIPE approach is its technological simplicity and low cost. The

technology _equired for high.bandwidth _ta transmission is often very complex and expensive.

STRIPE uses only simple COml_onents: a standard camera, monocular video display, mouse input,

inertial sensor, and minimal computinB power. The S'UR_E operator workstation is simple and

inexpensive, and independent from the rest of the system. It requires no knowledge about the

vehicle control system or terrain, and only minimal knowledge about the camera and pan/tilt unit

is necessary for rite graphical display.

7,1.3 STRIPE Provides a Model for Semi-Autonom0us TeleopeE'ation

STRIPE provides a model of enhanced safety and proficiency for semi-autonomous teleopera-

lion systems. By moving _e computation of the trajectory onto the vehicle, a tight f_dback loop

can ululate the vehicle state information and steerin 8 commands ia real-time, even if the link
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between the operator and the vehicle is very slow. This enables the vehicle to make real progress,

following the entire path _signatcd by an operator in a single image.

7.1.4 Novice Operators Can Quickly Learn to Use STRIPE

This thesis not only describes a working systcr_ for telcoperadon across low bandwidth and

high latency liflks, it al$o p_ovidcS important data about novice operators ability to accurately

direr a vehicle uflder such conditions,

Operators in the user study received minimal training in the use of STRIPE. Before perform-

ing the tasks, users were only pcrtnitted to practice using the system on prerecorded images.

These images were displayed in a fixed sequence; the position of a user's waypoints in the current

image had no affect on the next image that was displayed. Nevertheless, 13 out of 14 operators

successfully navigated the remote vehicle through the first test course the first time they used the

real STRIPE sys_m, despite the poor reproduction of images on the operator workstation moni-

tor.

Operators were t_sted on ¿we additional courses. The first, a modified slalom, was designed to

start out relatively simple, and become increasingly complex, it was not expected that any of the

operators would be able to complete the course. All of the operators successfully maneuvered

around the firstt_,,o,relativelyfi_ildobstacleso_ the slalomcourse.More thanthxt'equartersof

th_ operators successfully completed _he increasingly complex first half of the course, and one

operator succeedezl in completing the entire, exucmely difficult, course.

Finally,operatorswere instructedin the use of an verylimitedon-llnemap and directedto

ten,mind thevehicleto a goalthatwas not initie21yvisibleby travellingacrossnondescriptter-

rain,and avoidingobstacles.Over two thirdsoftheoperatorssuccessfullycompletedthistask.

7.1.$ STRIPE User Studies Document Operators' Performance and Reactions

In additionto demonstra6n[Ithatnoviceoperatorscan u_ the system effectively,the user

studiespresentedin_is thesisprovidea wealthofinformationabouthow userse_pcctthesystem

towork. The dffferero.esbetween operators'expectationsaboutthesystemand theactualpeffor.
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manes of the system highfight both the inadequacies of user training, as web as the areas of the

system that have potential for improvement.

7.i.6 A New Taxonomy For Vehicle Teleoperation

In Chapter 2, a new taxonomy :.or vehicle teleoperation is defined based on three variables:

image ul_date fate, transmission delay, _d method of vehicle control. Using the definitions pre-

sentec[in _at chapter, all methods of vehicle teleopetafion fall into one of titres categories: "Con-

tinuous and Delay Free," "Nearly-Continuous or Very-Low-Delay," and "Discrete and Delayed."

This taxonomy was extremely u_ful in the presentation of the previous work in this thesis, and

provides a good framework for future researchers in this field to classify different types of sys-

tems.

7.2 Recommended Changes to the Current System

The number of variables studied in the user tests made it impossible to derive results th_tt

could be formally labelled ._tatisticaUy significant. However, the work provides significant insight

into the issues that confused novice operators, and indicates that certain changes and improve-

ments should be made to the system. In particular, i believe the following chal_ges to be the most

impo_ant:

Wait Until the Veld¢Ie Ha, Completed the Path Before Digitizing the Next Image

With sufficient training, operators should understand that images may be taken at intermediate

points in the. desig, nated path. Nevel"Lheless, tiffs was by far the largest source of operator confu-

sion about the system. With.out a detailed study of different trainin$ scripts to determine how best

to explain the way images tu'e cuITently digitized, the best solution is _o make the way the system

works more intuitive to novices. This has lhe potential for slowing down the average speed of th_

vehicle. However, it is unlikely that situations in which it is critical to maintain a higher average

speed will only allow for such a short operator trainin$ period.

Be more inteUigcnt about When to digitize an Image

By digitizing images only at the end of a path, most duplicate images and imu_es from unex-

pected orientations are eli_tin_tted. If the syster_ does allow f_ image digitizatioi_ mid-path, it i._
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essential that the techniques discussed in section 6.5 are used to red.co both the number of dupli-

cate imagestransmitted,aswellasthenumber ofimagest£¢n from unexpectedorientationsduc

topathcocfcction.These two simpleadjustmentswillprovidemuch more useful,as wellasintui-

tive,images W the o_rators.

Store old Images and allow playback

With the ability to view previous images, an operator can key in on certain landm_ks in the

scene and be_r understand how the vehicle has moved. Storing the last few images.would not

take up much space on the operator control station, arid could provide an enormous benefit to the

operators. In my analysis of user performance, I found that being able to view multiple images

side-by-side helped me to better understand the movement of the vehicle. Lfthere is space avail-

able on the operalor ¢onWol station to provide, in addition, reduced-sized versions of the previous

images, this would probab].y be very helpful.

Allow the vehldo to reverse

An additional,rear-facingcamera, coulc2be used to pick a specificpath,but even simply

allowingan operatortoreversealong_e latestpathwould be veryuseful.

Provide an aeromap at all times

Even if there is no goalmarked on themap interface, itcan provideinformationto the opera-

ton about the distance moved and the relativeorientationof the vehicle.The improvements

detailedin._,¢tion6.5shouldbe made totheinterface.

7.3 Future Work

There arc several different extensions to the STP.JPE system that are worth further investiga.

lion.

IncorporateSafegutrded T¢leoperatlon

The ¢ollu_ptaof SafegutrdodTeleoperation[21]could be u.,_dto extendthe safetyo!'the

STRIPE system. The STRIPE olmrator r_lies on a static image W dUid¢ where to s¢ud th¢ vehi-

cle. It.i_ po_sibl_ that the operator might not .or/tee an ob_;tacle in the imttge (for exaraple,, mmch
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inthemiddle of thepath),or thatan obstaclemight move intotheway of thevehicleafterthe

image was taken.

The teprojection loop of the STRIPE Main Module has been intentionally slowed down in the

ctwrent implementation in order to avoid overwhelr_ng the vehicle's controller with position and

steering requests. There are plenty of free cycles which could be used to consider whether the area

ahead of the vehicle is cleat and safe, or to verify that the vehicle was not on a slope that was so

steep that it height topple over. The former could be as basic as bump sensors mounted on the

vehicle, or a bit more advanced with the use of a simple range sensor mounted on the vehicle. The

lair involves sin_ply con,_.dering the vehicle's orientation and center of gravity.

Provide the STRIPE Opera/or with Additional Information

Under low bandwidth conditions, there is a relatively low cost to providing updated position

informationtotheoperatorworkstationevery"secondorso.Thiscouldbe used toupdatethemap

interfaceand providetheoperatorwithabetterideaofthevehicle'sprogress.

When the bandwidthisrelativelyhigh,butthereisalsoa hi_ latency,thereis.qrelativelylow

costtoprovidingadditionalimage informationfortheoperator,intheform of color,higherreso-

lutiongtayscaleimages,oreven additionatimagestoprovideahighresolutionwide fieldofview.

Something else worth investigating is whether operators would find it helpful to incorporate

the estimatederrorintothepointpickingprocess.Insteadof usingan arrow indicatinga single

lYixelintheimage,thecursorcouldbe an ¢Uipticalrepresentationoftheerror.The sizeand shape

ofthecursoratedeterminedby theestimatederroratthecurrentlocationintheimage.Erroresti-

mates could bo ba._edon precompuled valuesof sensoraccuracy,as well as from real-time

updates about the severity of the terrain based on the past several meters of travel.

When the user is picking poh_ts near the bottom of the image, the estimated error is likely to

be fairly ,_mall, as points higher in the image are chosen, the estimated error will likely increase, If

a user were trying to command u complex task, the error estimate,_ might cause the operator to

command the vehicle in a wider arc around an obstacle to be safe. or to pick a shorter path.
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It must be noted, however, that these error estimates for point picking purposes must rely on

estimates of sensor and motion accuracy along with expected variability in the terrain shape. If

any of the actual errors are larger than the es_ted bounds, the ellipses will be too small. Thus

an operator picking points on an unexpectedly steep downhill segraent might com_d the vehi.

cle too close to a_ obstacle because the incon'ect dimensions of the error ellipse might give the

operator a false sense of confidence.

Implement STRIPE on a Smeller Vehicle

It would be. much simpler to perform further studies of the STRIPE system ff it were imple.

mentcd on a smallvehiclethatcouldrun indoors.The use ofa smallervehiclerunningon indoor

coursescouldre,duce theoverh¢,sdforrunningtheuserstudiesa tremendousamount,_md enable

more studies to be performed in a much shorter period of time.

Further invest/gate the Peffonmmce of Novice Ol_raton

It should be obvious that there is signific_t work yet to be done to determine whether certain

interfacescan be shown tobe statisticallybetterthanothers.Of particularinterestto mo is the

issueof digitizingimages mid-path.I would be very intercsre..dto se.,chow tho p©rfonnunc¢of

noviceoperaWrs carefullytrainedto emphcsize thefactthatimages arrivemid-path compares

withfliosewho receivean image onlywlSenthevehiclereachestheend ofthedesignatedpath.

In,_est/gate the Performance of Expeiq Operators

One of STRIPE's most naturalapplications,theexplonttionof otherply.nets,isalsoone in

wliichoperatorswould receivesignificanttrainingbeforeattemptingtherealtask.While a study

which reqnlrcdthetrainingof expertsfordays isimpractical,one in which operalo_spracticed

realtasksRDra few hoursisconceivable.Itwould bc extremelyinterestingtoseehow theskiUsof

these operators would compare to those of the novices presented in this thesis.
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Appendix A Calibration

. ,| | i , ,,1, i i, _ i I Ilmn I

A.1 Computing the column and row factors

A.1.1 The Basic Method

Tl_.emethod used for camera calibration was very straightforward and simple, and assumes a

pinhole camera model. An image was taken of a square of known size, held paralie[ to the cam-

era's image plane, with the top and bottom edges of the square parallel to the camera rows, and

the square approximately (:entered in the image. This image was used to compute the cmnera's 1

aspect ratio:

aspectratio .. hodzonta!widthof squarein pixels (A.!)
vorticalhcit,i_tof squareinplxeJ5

The column factoris!re distancebetween thecentersof two pixelsin adjacentcolumns,

scaledby thefocallength.Thiscan be computed by imal_ingthesquareataknown distancefrom

thec_imeraund usingequation(A.2),which can bc derivedfrom FigureA.l usingsin£ilatRan.

gles.

I, Notethat tht._i,_,infact,thea_ect ratio()f thecLm©r'gdigiti_zri_ir, moescc_iunA,4,
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Calibration Computing the column mad row faetont

columnfa_0r= widthofsquar_inmm
(distancefromcameratosquareinram)× (widthofsquareinpixels)

d

a

a: camera focus e

b-c: image of squar_ on image plane

d-e: side of squ_e in world

Flgum A,I ¢omputatlon of row factor

(A.2)

The row factorisnow computed usingequation(A.3):

row fector = (c,olu_l fag_.or)x (ek_,-pectratio) (A.3)

Note that one 8rent advantage of this calibration scheme is that it is not necessary to know the

focal length of the camera.

A.1.2 Fine-Tuning the Values

Unfortunatelythismethod ofcalibrationprovidedrow and column factorsthatadded abittoo

much errortothesystem,soa quicktechniquewas developedtofine.tunethevalues,usingthe

STRIPE interface.A trafficcone orolherobjectwas placedinfrontofthevehicle.STRIPE was

configured_ thatitwould reportthe 3.D Iocationof a singlepointpl'ojectedontothecurrent

groundplanc.The userpickedthepvlntcorrespondingtotheintersectionofa comer on thetraffic

cone and the floor and noted the value. Tile camera was then _tecl down and th_ point corrc.

sponding to the same 3-D location was s_:lected, If the vehicle reported that/.he distance to that

point had increased, this indicated that the column factor was too large, a decrease in distance

indic_tted that the column factor was too small. The column factor was manually tuned and the

process was repeated. The row factor was tuned in a similar raan_cr using the pan.
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Calibration Thettal_formatlo_betweenthevehldeandthecamera

A.2 The transformation between the vehicle and the camera

The x, y, and z location of the camera origin in vehicle coordinates was determined by careful

measuring with a measuring tape and a plumb bob.

The camera was carefully aligned with the vehicle in an attempt to initialize it at a roll of zero

and a yaw of zero. The initial pitch of the c_mera was computed by placing an object on the

ground in froat of the vehicle so that it appeared in the center of_e image (Figu_ A.2). The dis-

mnce betWeen the object and the pcint on the ground just below origin of the vehicle was mea-

sured, as well _s the height of the camera off the ground. "c,the tilt angle (i.e. the pitch), was 1hen

computed as follows:

= atan : (A,4)

d

Figure A.2 Computation of camera pltoh

A.3 Discussion

A.3.1 Why such a simple method?

This tm:thod of calibration is clearly not the most robust choice that one could make. Why

then was it ciiosen? There are two strong arguments in its defense. First, it is a fairly simple proc.e-

dare, and thus makes the changing to a different camera much less painful for the individtaat

involved, Second, and most importantly, it worked fairly well in practice. The row and column

factors were cotnputed based on an object that took up most of the image, thus reducing the

potential error somewhat. The x, y, and z offsets were manually measured quite roughly, b,._tas

was shown in Chapter 4, this has a negligible effect, And the initial roll, pitch, and yaw appear to

bc sufficiently accur_tte.
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Calibration A note ©ncamera ©sllbntflon

The method of calibration was also chosen after the dimination of other alternatives. The row

and column factorofthecamera couldnotbe computed inthe.laboratory,becauseitdepends on

thedigitizeron thevehicle(seesectionA.4).Cal/'t:.:.ationwas attemptedusingagridofpointsina

parking lot, but was dismissed as too inconvenient for frequent use. 2

A,3.2 Computation of the aspect ratio

Ideally,a spherewould make a mucllbettercalibrationobject_tan a square.When usiaga

squaretocompute aspectratio,one must be carefultoatiguitcorrectlywiththecamera (parallel

to the image plane, With fl_e top and bottom edges parallel to the image rows, centered in the

image). A sphere would only need to be placed in the center of the image.

Unfortunately, it is _so important Sat the calibration object occupy a large portion of the

image,withoutbeingheld so closeto thecamera tha'.itizout of focus.Manufacturinga large

sphereisnon-trivial,and the _trgespherethatwas purchasedforthe task(a largebeach bail)

turnedout to be surprisinglynon-spherical.Since a fairlyaccuratesquareissimpleto create,a

_t_arewas us_ forcomput_.'ionoftheaspectratio,

A.4 A note on camera calibration

This,sectionisnot reallya necessarypartofthisthesis,butisbeing includedinthehope that

perhapssome roboticistwho feelsmorallyopposed toreadingcalibrationthesesmight gaina.lit.

tl¢insightintocamera calibration,Most ofthiswas fastexplainedto me by Rcg Wilson.

A.4.1 The wrong way to compute the row factor and column factor___

Many people think of camera calibration as the computation of t.he row factor and the colunm

faaot, and would define these quantities as follows:

rowf_ctor= (disumcebetweenthecentcr_of_o_..o_acentruwsonthecamera'st_na_eplane)
focal length (A.S)

2.In,ddlticmtotheinconvenienceofhavingIOcilrcfullylineuptheveh/clcwlththec.llbr_tiongrid,therewu
theproblemofcarlparkedInthelotobscuringrandompolnt¢onanygivenday,reganile_softhetiour,
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column fro:tot= (distance between _e centers of two edjace.nt colum_..on the cammx's image plane) (A.6)
focal length

This would seem to imply that to compute these quantities, one need only consider We details

of sensor size in millimeters and in pixels. In fact, the row factor and column factor are actually

dependent on both the camera and the d!gitizer. To understand why this is, one must look at how

the system works.

A.4.2 A brief peak at the worl_lngs of cameras and digitizers

The canlera output begins with a square wave to indicate the beginning of the first: row, foi-

lowed by an analog signal representing the image intensities along that row. This same pattern (a

single square wave followed by analog data) is repeated for all subsequent rows (see Figure A.3).

t f
mart of row atet of row

FI0ure A.3 "the vlelio out signal from a elr_lrs

The camera sensor may have the same ntm_ber of pixels irt a row as the digitizer, but then

again it may have mo_e or less. When the digitizer reads the camera input, the only thing th_tt is

guaranteed _o be the case is that when it _es the square wave it will Start a new row. The digitizer

is free to detertnine the width of' the pixels. It'_ perfectly possible that the digitizer will generate

"narrower" pixels than the camera _nsof has, and will throw out the end of the signal for each

row.

A.4.3 Correctly computing the row end column factors

The digitizer doesn't affect the "distance between row centers" computation, because it uses

the camera's "tort of row" r.tg_a_. So, assuming th_ focal length is known 3, the carrots specifica-

tions for sensor height in millimeters and pixels ca//bt: used to compute the toy., factor:
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Calibration A note on camera calibration

row factor = sensor hei[ht in mm
(sensor B_,dghtin pistols) x (focal length in rnm)

(A._)

Determining the column factor requires the aspect ratio (equation (A,1)) and is very straisht-

forward:

columnfactor = row factor
aspect ratio (A.8)

3. Note that the focal leni_lh Iliven Ln mo_t carnela spccif£calions is/liven for a thin lens camera model, rather
than the pinhol_ cam'_ramodel. If you era usins npinhole camera model, you must also compu{c th_ focal lezllith
to _tlil_rst¢ the c_mera in tltts way.
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Appendix B Consent Form

m mm I _ll

The following page conW.ns the consent £orm participants were asked to sign.
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Carnegie Mellon University

STRIPE Vehicle Teleoperation Interface Study,

Conducted by Computer Science and Robotics.
Consent fot'm

1 agree to pe.nicipate in expeflmenta] resea_h cOttduc_ by men_hor$ of the faculty or by Students uflde_ the st_rvi_ion of member_ of
the faculw, i utiders_d that the l_Oposed research has been reviewed by the University's Instlmtional Review Board and that to the
best of their ability they have determined that the observation_ involve no invasion of my tights of privacy, not do they incorporate my
]m_-,ed_e or re_zirez_telztswhich may be fo_fld morally oi-elhicaJly objectionable. If, however, lit any time I wish to terminate my p_-
_¢ipafion in this study ]_have the right to do so Witho_ztpenalty. Ihave the right to reque_ and keep a copy of this form.

if you have any questions about this study, you should feel free to ask them now or anytime throughout the study by contacting:
Dr. Charles Thorpe
Robotics
224 Sn'dthHall
(4 i2) 2683612
eet@cs.emu.edu

Yo_zmay report say _je_ons to the study, either orally or in writing to:
Susatz Burke_t
Associate Provost

Carnegie Mellon Univ©uity
(412) 268.f'746

Purp_3secf t]_cStudy: I tmdersumd I will be learning about a system for the remote control of a vehicle. I know that the rese_rchen are
tTudyingdiffertmt interfaces for this system. I realize that in the experiment ! will learn how to c_lxol the system and then use the sys.
tern for r_out at1hour. I am aware that I will be videolaped during the experiment so that the researchers can find out how I use the
interface.

I nnctersrand th_ the following procedure will be used to maintain my anonymity in analysis and pubUeation/presentarion of any
results. Each participant will be usigned a number. The researchers will save the data and videotape files by participant number, not by
name. Only members of the research group will view the tapes in detail.

At the end of each _ti_flment I wiLlbe a_ked if I give my pert_sston for the video tape of the experiment to be showln in publ|c. I rv,_l-
irz that if the video tape is shown in public, viewers may be:able to identify me. I have the right to refuse this request without penalty.

[ understand that i_ sig_lng this consent form, I give Professor Thorpe, and Eis associates, pern_ission to present this work in written
gad oral fotzn Withoutfu_her perr_i_slon ftvrn me.

Signart_'e Date

Print Name Telephone

Consent for public display of experimental videotape

I idv¢ my permission for the video _e of the experiment in which I have paxticipa{c,dto be sl_own in public. I realize _at if the video
capeis shown in public, vleweo lztay be able to identify me. I have the flightto refuse this request without penalty.

Signature- 1 give permission Sig_zature. 1 refuse permission
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Appendix C User Questionnaire

I I __ II I I _ [

The following page contains the form given to the study participants before they begin the

study. Subsequent pages contain the responses of the individual parlicipants. Tests with

participants 23, 24, 32, 42, and 43, had software and/or hardware failures, Empirical data about

their perfon'_2¢¢ was not used frol_ their tests, though a critical incidenLanalysis of their tests

was performed, and the verbai data has been used in this thesis.
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Number

STRIPE Vehicle Teleoperation Interface Study Questionnaire

fltatml

Name:

Age:

F,diuatt 

12 Some High School

Area of Interest or Major:

Dt.ivt_ Ex,xmrlenea

Gender: QMale QFemale

!_ High School Grad _ University Degree(s)

Do you haveadriver'slicense? _Yes

Ifyes,how oftendo you currentlydrive?

I_ Never f'lOnceayear I_

Do you everdo any off.roaddriving?

O Never n Once ayear K3 Once a month

Have you everdrivenamack orotherlargevehicle?

Ifso,what types.',_

I_No How long have you been licensed?

Once a month 12 Once a week 12 More than once a week

f'l Once a week 1"7More than once a week

12 Yes r'l No

Computer Exnerltnee

How often do you use a computer?

I_ Never I_ Once a year I_ Once a month

What typefs) of computer do you use most frequently?

Do you: _ Like computers O Dislike computers

Video Game Es_fuwfett_

Q Once a week I_ More than once a week

OFeel neutraltowardscomputers

How oftendo you playvideogames?

I_ Never D Once ayear O Once a month 13 Once a week

What typesofgames do you play(checkallthatapply)?

l_ arcade/action IDcard/gambling _ simulation(driving/flying)

ot r

Do you have_my experiencewithremotecontroldevices,toyorotherwise?Ifso pleasedescribe:

12 More than once a w_k

I_adventure I_othet

Are you 0 left-handed l_right-handed?



3O

31

33

34

36

4O

41
44

48

5O

51

e2

23
•% '.i.:

24:

32

Note: the word "daily" was used for the response "More than once a weak"
i ,|

YMre
(lender Education Major LINnoed DriVing

t9 Drive Frequehoy
27 M' Univei'_ity Electrical& 1"1 "dally

COmputer
E_gineering

I

42 F Utliversity

s8 F U_ive_y

33 M Univers_

29 M Universfty

Education& 24 ' daily
Admlnlettatlo

n
1 r

Mathefnatlcs 22 daily

COmputer 18 dally
Science

Cognitive ...... 13 '' dally
Science

J

COmputer 16 daily33 M Univem_
Science

|l,

2_) F UniverSity

28 F Univemlty

30 F University COmputer
SCenoe

62 M University Pl_ysi¢__.
Edu,_tlon

=t) M Unlversily Computer
Science

20 M HighS_hool COmputer
,,_ler_e

27 F Univers]ty Chemistry

43 M University Chemical

II

Off.Red
Driving

Fi'equlnoy

never

I I • III I I II

Driven
kerge

Vehiolee

van';'picku_,
tractor

Computer 0 dally
Science

Physics 10 weekly

14 dally

36 weekly

13 daily

, i

4 daily

26 daily

n_er

never

yeady

0 _"'

never

never

• 'never

never

yearly

never

i

never

never

never

never
Engineehlng

' - ..... m

24 " M University Electrical&
:' " Computer

...._* *", Engineering

27. i.' M University Robotl_

_ ' . ± _ __ •

none

uhaUlvet_

large van,
tractor,

bulldoZer,
backhoe

movingvan

ryder18-foot

none

' movingvan

none

straightbody,
plckup

none

none

movingvan

rentaI_0vlng
van, enlall

deliver
(panel) truck

never ' . pickup,
mlniven

11
"',,,

dally ..never 15

26 M " University

42 80

43 44 M

. Computer
:ScJence

I0 dally yeady

M Uhlveretty

UnlverCty

• "1 ' I-_"

computer i3 dally yearly
_'ler_.e

Urban (didn't dally yearly -
• . P_{snn_lng_ ,._rqlp_d)_ ......

pi_ienger
van

_Dr,
aim=ft.

• ' _huttle

urmul1'4-igor

good,gOld

_. t.n_.k.,p_kup
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Note: the word "daily" was used for the response "More than once a week"

Operator
Number

CompUter
Uie

3O

31

33

34

35

36

4o'
4i

44

46

60

51

61

O2

" " 32 "

_" 42

gaily
, ii i

dally

_aily

Unix

Mac, Pc "

PC

dally

gaily

dally
. i

dally

dally

dally

dally

dally

I_;ac,Unix
, i

Mao, Unix,
Sortie PC

Unix

UnlxlPC

Unix

Unix

Unix, Mac,
PC

r

Unix, Mac

Unix

PC

Unix, Mac,
PC

Unlx,PC

u x, 'M=
Unix,PC

Unix

Oilily

dally

dally

llke

like

like

like.....

like

neutral

like

like

..... "............... -" II II I I'lfT

computer _xpe,.lehee
AtUtuCe With RemO_te
............ COntrbl

fr "T _ r
r

toy car

toy .r

none

non_ ""

like notre R

neutral' ' none " ' R

none

none

none

like none R

like toy ear R
i i

like none
ii

like none

toy oar

robotarm

toy =lr
. i

•ekld-ateer
vehicle

like

like
,. ,, ....

like

Domlf_ant
Hihd

1.

R

R

R

R

R

R

R

R

R

R
R

I......

PC
|i i

,i

llke
_J

none' ' R
............... r'r
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Note: the word "daily" was used for the response "Mote than once a week'*

vwh_o C_rW
Gpemtor Game Am|de _ntbJi_i (Drlvlng/ AdVentUre Oth_
NUmbel' Ii_xperlenme Glimoa (_Tlmeli _) (lame,,

imlulmll

' .......................................................... rr' rift i_ ± ........ | ,,,,,

30 '1 .Ye,.erly..... Y _.. N N N N
31

3S

................................................... TTI1 ...... lr " r- 1 -711 i] F

81mulntion

N Y Nm_thly
yearly N Y

NY N N

Y N N Y

y N N N

40 yearly Y N _ \' ' ' " Y

41 never N N N N

44 monthly Y Y Y N

40 yearly N Y N N
li

N N N

34 yearly

3s monthly

36 monthly

Y
i J

Y N Y N

Y N

Y
.N

Y.

yearly
monthly

yearly

monthly N
= i

N

N

N
i ......

N

Y

Y
Y

Y
, i i i

N

Y

N

Y

N
ii ill

N

Y
m j.i

N

N N

Y N

N ,.;_" ' Y

6O

61

61

• N _. " _N '"=" N
v Y : N : N ....:N--III_

i

N Y N Y N

Y .-Y Y- Y N
"F" ....... "" - ..... m_'l ,H'sr ................ ,-, " " • " "- "' " -

• ,!;i,m_: 'i:!w,_""
;;:iii=._.i_,g4,-;,. _monthly.

_. weekly

" -r _" r ......i 1
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Appendix D Subject IYaining Scripts

The next page conutins the "cheat sheet" given.to a]l STRIPE users before Iraining as an aid to

remembering the things ',hey learn in training. The following three pages contains the warping

sheet(only used for the ,wide field of view camera), the sample s]alom sheet that they ere given

before attempting tasks two, the atromap example sheet for task three. The subsequem pages con-

tain the scripts used for subject training.
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Mouse commands:

To request a new image without picking points:

1. If you have selected any points, erase them with the middle button.

2. Press the fight button to send zero points to the vehicle.

3. Press the "get new image" button.

Moving the camera:

PAN: Positive_LeR, Negative=Right

TILT: Positive--Up, NegativefDown
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lalm.lur..cxelz ,

Thanksforvolunteeringtoparticipateinthisstudy.Iknow itseems stupidforme tobe reading

this to yoU, but it's very important that everyone who pa_icipates in **.hisstudy recei_.'s the same
directions, so we'll both have to put up with it.

Consent Form. remember to put user number on it

We need to have your consent for you Io participate in this experiment and to get your ice cream
certificate. Please read this fol';._ and if you agree with what it says then sign at_dprint your name,

date, and phone number in the first section. After we have finished the study, we will ask your per-
mission to use the video tape of your experiment in public, and you can choose to give us p_rmis-

sion or not. If you have any questions, please ask me.

Oue._.onnaire, remember tO.put user number on it. not their name/

Before we begin could you please fill out this questionnaire.

Two things to note before we begin. First, the point of these tests is to find problems with this sys-
tem. ifyou have troublewithsome of thetasks,it'sthesystem'sfault,notyours.Don'tf001bad,

thisisexactlywhat we'relookingfor.

Second, remember you're a volunteer. Although we genuinely can not think of any reason why
this might happen, if you become uncomfortable or find this objectionable in any way, feel free to
quitatany th'ne.

Beforewe scaxt,Iwantyou totryoutthecoraputertoplaya game.Letme setthatup

_J.._ so/ita_

Thisisa cardgame calledsolitaire.Are you familiarwiththerulesofthegame?

_ar__hsa//tatre.'

The objectofthisgame isr_ogetallthe cardsinthedeckon thesefourstackareasfromAce

toKing,inorder,by suit.

Show deck�i.e, wherc.2iF.ltj,_.l.Rgtv c_
This i,scalled the deck.

Show row stacksti.e, the "b,a_ wh_x_c_acks_ctf.c,_r.¢2
These are called the row stacks.

You try to expose the cards that can go on the suit stacks, for insl_mce, if you see any Aces

you can put them over in the suit _tack by dragging them over like this. Once an Ace is
over there, you can put the two of d_e same suit on the; Ace, and so on.
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Toexpose more cards, you build the row stacks down in descending order alternaling
betwecr ted and black. Can you see the red and black colors on the screen?

If not, tilt sc_en until tl_v say yes
v _ _

Demonstrat_ b_he row stacks

If you uncover a face-down card in a row stack, you can turn it over by clicking on it.

If there's nothing you can move in the row stacks, you can turn over cards in the deck by

clicking on it. Then you can use the tamed.up cards too.

If you ever clear an entire row stack of car_s, you can put a king or a stack starting with a

king in I_at space.

Any questions?

You need to know is that it's very import.ant to me that you try and think aloud as you do these

exercises. It may feel a bit weird at first, but it's really very easy once you get used to it. All you
have to do is say what you are thinking out loud as you work. If you forget to think aloud, I'll
remind you to kccp talking, i'm going to demonstrate the kind of thing I mean by playing solitaire
and thiv.king aloud.

Demonstrate tPdnkin_ aloud

OK, do you understandthekindofthingI'mlookingfor?The importantthingtoremember isthat

you fry and say out loud whatever you're thinking, no matter how trivial. If you're quiet for an
extended time, I may remind you to keep talking.

Now I want you to try playing sofitaire while thinking aloud. Have you used a compute_ re<rose
before?

gagta  
The mouse is correctly positioned when the buttons and the cord are away from you like
this. You move the mouse around on the pad and it moves this arrow around the screen.

see how it works? The arrow is called a cursor. If you want to move: the cursor further
across the scrcmn you can lift the mouse and move it to the edge of the mouse pad, and then
slide it again

se¢?
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The mouse has three buttons. For the solitaire game, you oniy ever press the left button.

When you move the cursor to the area you want, and press the mouse button, it usually

makes something happen on the screen. Let me click on the deck of cards

click on deck of cards

See - when I click on the deck of cards, it turns the next card over.

I/you hold the button down instead of clicking it, it holds on to the object and lets you drag

it around the screen by moving the mouse. To let go of the object, just let go of the button.

Try and fred a legal move and do it

S¢¢, I can drag this card to another stack.

The only button on the mouse that you need to use to play this game is the left one. Now i want

you to try thinking aloud while you play the game.

[gL_e2g pl_" and think, fisher do__o.tLd...C_ou gh. _aY "_.ep talking"1

Great, do you have any questions about talking aloud? OK., now I'll show you how to use the

remote control system.

the "cheat sheet"

Here is a list of the commands I will be exp "laining to you. I'm giving it to you now so you don't

won'y about forgetting what th¢ different buttons do when I explain them to you. Don't worry
about looking at it now,

Once i've explained the Utsks to you I'll ask you if yea have any questions about what I've

explained, and I'U answer them. Once we start the task, I won't be able to provide help or answer

questions. Even though I can't answer them, please ask them anyway. I'll note your questions and

answer them after you're done, Wben you l_ave finished all of the exercises, I'ii answer any ques-

tions you still have.

I. Weshould have aatd, "please kocp talking."
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Thesystem that you will be Wsfing today allows you to control a vehicle from somewhere far

away. Right now all of the pictures that you're goin S to see are from previous tests, so don't be

surprised if the next picture doesn't look the way yon expect it to, they're just here for demonstra-

tion purposes.

Here's how the system works. A camera on top of the remote vehicle will take a picture and send

it back to you at the computer.

For example, here's a sample image from the vehicle.

Notice that thf', image looks ugly if you move the mouse outside of the image window. As soon as

yo_ move the mouse back into the window, the image will return to normal.

Your job is to tell the vehicle where to go next. You do h'xis by using the mouse to pick a series of

points in the image.

Pick the points by using the left mouse button. The points must lx chosen in the order that you

want the vehicle to follow them. You pick points where you want the middle of the vehicle to go.

Point to the ATRIPE Me_

This is the message window. The message wit_dow will have some helpful notes that remind you

which mouse button does what, in case you forget. You can also see that there is a reminder on the

sheet that I gave you.

Move the. mousse in and out of _a_e window,

Note that as you move the mouse in and out of the image window the appearance of the message

window may change slightly too.

Pick a lousy, veldt

Remember, we picked points in the image by using the left mouse button.

Hit th_ ll_Rldi_ bu_

If you make a mistal_ while picking your points, press the middle mouse button to erase all the

points and start again.

Pick 3 points i_ t_ lma_

You can pick as many points as you like, and the vehicl¢ will plan a mlooth path between them,

most important thing to remem_r is that you only want to pick points that you are absolutely

ware are where the vehicle should go. As you get higher up the image, things -et further away and

less clear. Be careful to pick the points accurately, and not too high up in image ff you can't

pick a very clear point there. Remember the vehicle is going to go whereever you tell it to, and



this is a fairly wide vehicle so be sure to give it some space.

Press the rieht burton

When you ate happy with the points that you have picked, press the fight button to send them to

the vehicle and start it moving. Be sure that you don't press the right button until you are happy
with your points.

Point to message window
As soon as you sel_d the points to the vehicle, it will start to drive and follow the points. It will

also send you a new picp.tre, you ¢a_ see the message window is telling you that picture is being

transni]tzed. Once the new picture comes, you should repeat the point picking process, until the
vehicle finishes the task -- I'ii tell you about the tasks later.

The new picture gets taken almost as soon as your points get to the vehicle. This means that some-

times the new picture l_ks almost exactly the same as the old one, so don't be surprised ff you
have to tepick some points in the new picture that you already picked it, the old one. When you
send new points, the old points that you sent are thrown out.

One important thing to think about when you are picking points is that the vehicle ends up point-
ing in the direction it was going between the last two points you picked.

Pick 5 points, last two at an an_lo, o_ w the fir hi

For ex ample, in this ease, the vehicle is going to end up pointing off to the right. Is that cleat? The
system will allow you to pick a single point if you want to, but remember that this means the vehi-

cle won't know what direction you want it to be heading in when it gets to that point. OK?

The link between you and the vehicle may be slow, and it may lake several seconds before the
next image is displayed. If you looP. at the message window, it will tell you that the image is be.ing
transmitted.

We always keep a human in the vehicle to make sure that the vehicle is safe. So don't worry, you
can't break anything. The person can stop the vehicle in an emergency situation.

Before you try the real system, I want you to try the system on some prerecorded images.

Test

• Pick a path in this image and send it to the vehicle.

• Wait for the next imalIe, _nd then pick a path in it.

• Watt for the next image, anti then pick a path in it.

Let me show you some more features of the system.
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For users with a wide field of view lens

Give them the wide fov .vheet

The actual images that you will be using have, been taken with a carnet'a that has a very wide field

of view. These images look like they were taken with a fish-eye lens, as you move away from the

center,of thelinage,theimage warps a bit.For example,thisisa pictureof an image takenwith

thecatnvtayou Willuse.The dotson thesheetaxereallyina gridshape,but when you lookatthe

picture, _ey are warped, do you see?

The vehiclehas troublewithwarped pc_nts,so you want to tryand pickpointsthatarenot ina

warped area.You shouldtrytopickpointsthatatewithinthetwo grayareason thissheet.Do you
understand?2

All users continue here

Sometimes you may feel that you don't know where to pick points in the image. Maybe the image

is unclear. To get a new image without picking points in the. current one,do the following.

_20JJ_.B.f._.._J_.JYJA.W. the middle button, then press right button

Ftrst, If you have picked any l'_Uts, clear them out by pressing the middle button. Then, press the

fight button to send zero points.

Don Ynress the display new imaee button until you ll#Yf #hOWf_them the message wilNlP._

FinalJ.y, press the "get new image from vehicle" button with the left mouse button and watt for the

new image to appear, You can s_ that. when you sertd zero points the message window reminds

you to press the "get new image from vehicle" button.

The middle of the sheet that I gave you has the procedure for requesting a new image without

pickingix,mrs,incar you forget.

The vet, Jcle is programmed to drive at about 2 miles per hour as long as it has any points to fol-
low. When it runs out of points, it will stop, and wait for more. If, for so:fee reason, you wish to

stop the vehicle at any other time, you can press the "stop vehicle" button with your left mou "

button. For example, if you send some bad points by misudte, you can press the "stop vehicle"

button. (Notice that except for erasi_ig and sending poitlts, you always use the left mouse button)

To start the vehicle moving again, press the "restart vehicle" button. After you hit the "restart

vehicle" button, the vehicle will wait for a new set of points hem you, and then st_ to move.

,,2'saying,,. "do you undcrJtand",was a mistake, at it hadthe potentialto make our u_er,qfeel _lup_d"if they s_d
no, It would have _en I_:tterto ny "do you have any questions,"becau_ individuah areme.! to being
n:wludr,d for uking go_)dqucstlone.



We always keep a human in the vehicle to make sure that the vehicle is safe. So don't worry, you
can't break anything. The person can stop the vehicle in an emergency situation. I will tell you if
the person in the vehicle intervenes.

Do you have any questions?

I want you to try the system on some pro-recorded images again.

Test

* Pick a path in this image and send it 1o the vehicle.

. When you get the next image, pick a path in it but don't send it,

• Pretend ':_, you made a mistake picking points. Erase all your points and pick another
path. Send it to the vehicle.

• When you get the next image, pick a path in it and send it to the vehicle.

• Pretend that you don'1:like the next image, tell the vehicle to send a new one.

• Pickapathinthenextimage butdon'tsendit.

• Pretendthatyou made a mistakepickingpoints.Eraseallyourpointsand pickanother
path.Send ittothevehicle.

• Pretendthatyou dc,n'tlikethenextimage,tellthevehicletosendanew one.

Pan/tilt, no picture

OK, let me show you the last feature of the system. If you like, you can tell the camera on the
vehicle to swivel left, right, up, and down.

_$.lp..P_j_/'_t ctontrol buttons. Then t_re_s tllern

The left/right movement of the camera, is controlled by the pan. A pan value of 0 means that the

camera is pointed straight ahead. A positive pan turns the camera to the left. So, for example, ffI
set the pan to positive 10, it will pan 10 degrees to the left. And a pan of negative 20 will turn the
camera 20 degrees to the right.

The up/down movement ofthe cm_lera is controlled by the tilt. A tilt of 0 means that the camera is

horizontal A positive tilt means that the camera is tilted up towards the sky, and a negative tilt
means that the camera is pointed down towards the ground.
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Thecameraon thevehiclehasa limitedareathatitcan pan and tiltto.For example,you can see

that I can't tilt the camera any higher than this.

The bottomofthesheetthatIgaveyou remindsyou whichcontrolsmove what direction.

There is a delay when you send your pan and tilt commands to the vel_icle. Your pan and tilt com-

mand won't take effect until the next image is taken. So if you command a pan or a tilt, and an
image iscurrentlybeingttansntitted,yourpan/tiltcommand won'tshow up untiltheimage after
thatone comes in.

Point to the camera a_die info willow
T

It's important to look at the "Camera Angle Information" window. Remember that there is a
delay, and the camera might not have made it to the angle that you moved the camera to before the

cut'tentpicturewas taken.The,"Camera Angl© Information"window willtellyou theanglesthat

thecamerawas atwhen theimage thatyou can seeon thes̀creenwas taken.

Pan/Tilt, gui picture

OK, let me show you the last feature of the system,If you like, you can tell the camera on the vehi-
cle toswivelleft,right,up,and down.

Point to Pan/Tilt control buJJons. Then vress the_

The luft/right movement of the camera, is controlled by the pan. A pan value of 0 means that the
camera is pointed straight ahead. A positive pan turns the camera to the left. You can see the effect

of yore"pan and tilt by looking at these pictures. The first is a picture of the vehicle from above. If
I set the pan to positive 10, you can see that it will pan 10 degrees to the` left. And a pan of nega-

tive 20 will turn the ca_-'ra 20 degrees to the fight, The black area shows the area covered by the
camera3.

The up/down movemen! of the camera is controlled by the flit. A tilt of 0 means that the camera is
hofiz(mtal.Thispictureisofthevehiclefrom theside.A positivetiltmeans thatthecmn_u'ais

tiltedup towardsthesky,and anegativetiltmeans thatthecamera ispointeddown towardsthe

ground.

The camera on the vehicle has a limited area that it can pan and tilt to. For example, you can see
that I can't tilt the camera any higher than this,

The bottom.of_the sheet that I gave you reminds you which controls move what direction.

Thereisadelaywhen you sendyourpan and tiltcommands tothevehicle.Yourpan andtiltcorn-

3. For wide _d narrow field of view users, the phra.,_. "though with your camc, ra it will he widerlnarTowRr" was
_dc, d. Tl_ds was probably a bsd idc.R, _ince. in general, p_opl¢ h_v¢ a difficult (_mc, ignoring thin_s.
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mandwon'ttakeeffectuntilthenextimage istaken.So ifyou command apan or a tilt,and an

image is¢urrendybeingtransmitted,your tiltcommand won't show up untiltheimage afterthat
one comes in.

Point to the camera angt¢ info window

It's important to look at the "Camera Aagle Information" window. Remember that there is a
delay, and the camera might not have made it to the a_gle that you moved the camera to before the

current picture was taken. The "Caraera Anglo information" window will tell you the Lqgles that
the camera was at when the image that you can see on the screen was taken.

Pan/Tilt, windshield picture

OK, let me show you the last feature of the system.If you like, you can tell the camera on the vel_-

cle to swivel left, fight, up, and down.

_ffltLtC3Uan/Tilt control j2tl..nons. Then _re ss them

The left/fight movement of the camera, is controlled by the pan. A pan value ego means that the
camera is pointed straight ahead. A positive pan turns the camera to the lcft. You c_ see the effect

of your pan by looking at this picture, i.s supposed to look like the windshield of a car. The black
area represents what the camera is looking at. If I set the pan to positive 10, you can see that it will

pan 10 degrees to the left. And a pan of negative 20 will turn the camera 20 degrees to the fight.
Noticethatthewindshieldlinemay go away i£you pan veryfartotheleftortothefight.Thisisa

problemwiththisgraphiconly,justignoreit.

The up/down movement of the camera is controlled by the flit. A tilt of 0 means that the camera is

horizontal. A positive lilt means that the camera is tilted up towards the sky, and a negative tilt
means that the camera is pointed down towards the ground.

There is a delay when you send your pan and tilt commands to the vehicle. Your pan and tilt com-
mand won't take effect until the next image is taken. So if you conunand a pan or a flit, and

image is currently being trasm_tted, your flit command won't show up until the image after that
one comes in.

2?.z.a gt/lu muza2itt
The camera on the vehicle has a limited area that it can pan and tilt to. For example, you can see
that. I can't tilt the camera any higher than this.

The bottom of the sheet that I gave you reminds you which controls move what direction.

P n r,2e, fa.  eda 
It's intportant to look at the "Camera Angle Informmion" window, Remember that there is a

delay, and the camera might not have made it to the angle that you moved the camera to before the

cu.rent picture was taken. ]'he "Camera Angle Information" window wiJ.ltell you the angles that
the ":amcra was at when the image, that you can see on the screen was _aken.
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Change the anRle, then _et a new imace, voint to an_le window.

S_, let me change the angle .... ask for a new image .... and now the llew image has that angle.

TEST (for all pan/tilt) (just do once)

Do you have any questions? I wa_t you to try the system on some pre-recorded images one last
time.

• Where do you look to see the pan and tilt values for the current _nage7

• What are the camera pan and tilt values for the current image°.

• Pretend that you don't like this image, Set the pan and tilt so that the camera is pointing

$ degrees to the left and 10 degrees down, then ask for a new image.

• When you get the next image, pick a path in it and _nd it to the vehicle.

• Pretend that you dorL°t llke the next image. Set the pan and tilt so that the camera is

pointing 5 degrees to the right and 20 degr_s down, then ask for a new image.
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OK, now it's time to try using the real system. There arc three different types of tasks that you will
be trying. Wait one minute while I set up the first task.

Task 1: Obvious path

In this task your job is to drive the vehicle down a marked path. The path will be marked with

eo_eson eachside.Pay attentiontothelocationoftheco_es,thepathstartsouton a road,but

moves offofit.It'simportanttopickyourpointsinthemiddleofthepathbetweenthecones.The

widthofthepathisaboutone and ahalftotwo timesthewidthofthevehicle.

_g_.JtltO_ and votntoutcones

Here's the first image from _he vehicle. See the cones? At the end of the path, there is a line across
the road. Your task is to command the vehicle to drive along that path, until you reach the line at
the end of the path. When you think you have'completed the task, let me know. OK, star1 the rusk,

and remember to keep talking while you are doing it.

If_tl__J2tf'. task lgz.ta.B..tLmesor until they get it right.
I'd like you to try that again. You didn't, manage to successfully complete the course.

Tell them what __g_

We're going to move the vehicle back to the start and ask you to _ again.

Task 2: Slalom

In this task yo_job is to drive around some traffic cones. You should send the vehicle to the fight
of the single cones, and to the left of the pairs of cones. The cones ate spaced unevenly, You
should stop when yot_ pass the last cone or cones,

sJu,aza  adz/a imfm
Here's a kind of an ovefl_ead view of a similar task, Note that your cones may be spaced differ-
unity from the ones in this image. The dotted line shows the path that you would take if this were
your setup. See how the vehicle goes to the right of the single cones and to the left of the double
cones.

Wait one minute while I set up this task.

Here's the first image from the vehicle, When you think you have completed the task, let me

know, OK, start the task, and remember to keep laikJng while you ;we doing it,
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Task 3: Point and Goal

This final task is a little different from the others. You are going to have a kind of a map that tells

you where togo.We callthismap an "airo,'nap"Your ultimategoalistostopata group ofthree
cones next to each other,

The aizurnap works as follows.

Point to ¢rid picture

First we divide _ test area up into little squares. The airomap is an overhead view of this map

that takes up ebout one and a half sqnayes like this bold squ_e.

Point to _rst man Dieters

Here is an example of what art airomap looks like. This is the contents of that bold square. There

is an overhead view of the vehicle, along with an arrow that tells you the direxfion to the goal. All

an airomap tells you is where you are in the bold square, and what direction the goal is.

Point to second mao nict_fe

Every t/me you get a new image from the vehicle, you'll also get an update of where you are and

a new arrow to the goal. The old vehicles are left on the alromap and sort of grayed out like this.

Ifyou run offtheedge ofan airomap,thebold _uare moves over,thealromapgetscleared,and

you seethenextsectionoftheaimmap thathas yourvehicleon it.

_tnt to tirst pj_

So it might look like this one again.

Point to the third may v(ffUre

Once you get to _e portio_ of the airomap that has the goal on it, the 8oal is drawn as a star on the
map like this, and no arrows are drawn.

The point of this task, as I said before, is to stop at a group of three cofles next to each other. Use

the airornap to find the cones. Note that you miglit not be able to drive straight to the cones

because there may be obstacles in },our .way. Drive to the cones in as direct a route as possible, but
avoid any single co_es or mounds*of dirt that may be in yo,r way.

Wait onr_ minute while ! set up this task.

Here's the first _age. And here's your airomap. When you think you have completed the task, let

me know. Start. the task, and remember to keep talking while you are doing it.

4. Scv©ralu_rs were ¢.onc('mcd©atly on about how lug¢ a moundof dLrtthey should avoid. ,o Ihc word
"mouM¢' wa_ ¢l_artltedto "large mourid¢' aher the firit f_w user._.
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Questions for when they are done

Was there anything that surprised you about these lasks7

Did you develop any sort of a system for doing these tasks?

Do you have any general comments about the interface, or how the system works?

Do you have any suggestions on how to improve the interface?

Was there anything that made i.t particularly difficult to use?

Did you iiav¢ any questions about the system that you'd like me to answer now that we're done
the test?
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Appendix E So You Want To Do A

User Study?

_ I. I I I I II I I | lira I

E.I Computer Geeks: Read This Appendix!

This appendix contains some practical tips and lessons learned over the co_se of working on

the user study portion of my thesis. If you are in computer science or robotics, and are working on

a system that involves humans in some way, but haven't thought much about doing a user study,

you probably wa_: to read this appendix.

E.2 Humans in the Loop

Aiot of time and effort has been spent in the fields of computer science and robot_._.sd_vclop-

_g systems that work without human input, Autonomou_ systems usually appear to be determin-

istic: give tl_m the same input and the resvlttn8 actions will be the same every time, whether the

system is a robot vehicle zooming down the highway or a compiler optimizing some code, In con-

true, eysten_ Otat require any amount of human input often appear random upon initial inspec.

tion, Give two people the same inJbrmation and they will come up with at least two different

interpretations of fillet information, What do you do when you have designed a system th_,t is

intended to be used by peot,_? Whe.t is the equivalent of leavlog it in the lab for ttweek as it pro-

193



So You Want To Do A User Study? Tultng Your User Imertsce

tests example a_r example? You want, with some degree of confidence, to lx) able to evaluate

your system. Re only way to do this is to get some people to try it.

E.3 Testing Your User interface

The firstdecisionthatyou need Iomake ishow seriousyou areaboutyour interface.Isthisa

front end that is them just to allow you to make a few changes to certain parameters in the sysmm7

Or arc humans in 'ti_tely involved in the tmrforrnanc¢ of your system? If your answer is the latmr,

it's time to start to pay atmntion to your interface.

Once you have decidedthatyour interfacewarrantssome attention,you need to make a

choiceabouthow much effortyou arewi.llingm devotetotheproblem.You can loam a surprising

amount aboutyour systemsimplyby gettingsome ofyour friendstotryitout.By havinga few

peoplewho arenot intimatelyfamiliarwithyour work and your int¢ffacetryit,you can getan

ideaof wh_© some of the major problems might be,It'san easy solutionthatdoesn'tcostyou

much inlimeoreffort,But it'snotrcalb'vexyscientific,isit?And there'salottobe saidfordoing

somethingtherightway.

Why b¢ scientific? Well, for starters, you've been scientific about everything else that you

have done, haven't you? You've sI_nt a lot of time reviewing the previous work in the area, and

proving how good _e robot or computer side of your work is, why stop there? Don't you think

that taking a _ientific approach to a pa_blcm is generally a good thing anyway?

Still not convinced7 Ti_iak of all the things you run into on a daily basis that have lousy inter-

faces. Wouldn't the World be a better place ff they'd thought about it a bit more. Don'l say it

doesn't affect you,just bectmse you can program your VCR. Consider the following, has this ever

happened to you?

So I gave the clerk my credit card. She put tt in the machine for verification. The

machine, didn 't take my card. She tried asain, $1tdin 8 the card faster, A8ain, slower,

Asain really fast. No 8o. Four more tries. The she c_lled across to the sales clerk

at a nearby resister. "What do I do when it won't r#ccept the c¢:rd?"

Answer: "Enter Itwith ttw keys°'

Clerk: "I tried," Dutifull_: she tried asain, Once. 7_vlce. Ticree times. Then she
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SoYouWantToDoAUxrStudy? Evaluating your syt_em

calledacross:"Do you put inthefirstthreenumbers?"

"Yes,"

"S/z, three, eight?"

"No, four, seve_, two for that r_achine. "

"Oh, thanks."

The rest of the teansacthTn went smoothly. [22]

OK, so other people's systemS may be crappy, but yours aren't, right? If you're not swayed by

the argument to he scientific just for science's sake, maybe I can convince you that it's actually

worth your while. Results that you get by asking your friends to try your system are not the kind

of "Results" with a capital "R" that you can put in a paper, at least not any paper with a serious

HCI audience. And if you do conduct a more formal user study, in addition to generating some

real "Results," you can also be the one to establish a standard of comparison with past and future

systems. Imagine: people, now and forever, setting up their tasks just like you did, so many ye_xs

ago.

Hopefully by now I've convinced you that there is some value to um:r studies. Now I'm going

to tell you what you didn't want to hear: it's going to take some significant effort on your pm't to

do this. The purpose of this appendix is to give you a basic introduction to the kinds of things that

you have to consider in order to do a scientific user study. If you decide that this is the Sort of

thing that you want to do, you really should go and talk to someone in the HCi Institute (if you're

at Carnegie Mellon), take a course in Human-Computer Interaction, or do some more reading to

get a dee_per understandin 8 of what is involved.

E.4 Evaluating your system

Suppose you want to find out how easy it is to use you_+system. What do you do? Well, the

first thint_ that you do is you come up with a deflnhjon of what you mean by easy. Is your system

easy if people can a_compfish a particular task in a cert,in amount of time? Or, is it easy ff they

don't make any errors while they are working on the task? Or, are. you 8oing to usk people, <m a

scale of i to 10, to rate how easy it was to use your system? Or, do you want people to try out two

different systems, and tell you which was easier?
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SoYouWantToDoAUxr Study? DesigningYourStudy

Now it'stimetogo back and reviewyour motivationstotdoingthisevaluation.What ateyou

tryingto accomplish?Do you want toshow thatoperatorsperforma taskusingsystemA much

more quicklythantheydo usingsystem B? BEWAREI You may now be talkingaboutproving

thatsomethingisstatisticallysignificant,i.e.theprobabilitythatthiswould have happened by

accidentisvery small And usuallythismeans testingyour two systemson a lotofpeople.You

alsohave tothinkaboutwhetheryou aregoingtohave allyour userstestbothsystems,inwhich

caseyou have tostartwonVing aboutwl_atordertheydo thetasksin becausehumans have this

annoying tendencytolearnwhiletheydo tasks.

Ifyou'rereadingthisappendix,you'reprobablynot intending,atleastatthispoint,to spend

thenextyearstudyingyour system.For goodnesssake,you justwanted toknow ifitwas easyto

use,right?

OK, let'stakea stepback.Did you actuallyreadmy thesis?l.fyou did,Ihope thatyou believe

thatIconducteda basicuserstudythathas a lotofvalue,eveniftheresultsdon'thave atruesta-

tisticalsig__...ficance.The userstudyportionofmy thesisprovideda wealthof insightintohow my

_stem works,notjustintobuttonpresseson thegraphicalinterface(thoughitgave me thattoo).

Istronglyencourageyou toconsiderdoing a scientificuserstudy,but notnecessarilytobe pres-

suredi.ntodoing a degreeinHCf.

E.5 Designing Your Study

The firstthingthatyou shouldth.inkaboutwhen you atedesigningyour userstudyisexactly

who you want tostudy.The answertothisquestionagaindependson what you aretryingtoshow.

Having noviceusersisa good way toshow thatpeoplecan use your system withouttoo much

training. But is your system really designed to be used by novices? If not, you're going ,:o have to

find some u_er_ who are expe_ in this _ea already, and then take the time to ensure that they

have a certainproficiency usingyour system.

H"you do decidetouse novices,be aware of theirbackground knowledge. Do theyuse com-

putersevery day? Have they seen robots like yours before? Think about the kinds of things that

it's important that your users know, or don't know, and be sure to recruit the right u_rs.
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SoYouWantToDo A UserStudy? (TheDread_l)Human SubjectsClearance

Next, design the tasks that your users v_l be performing. Again, you w:mt to think about

exactly what it is you are uying to show, and how you are going to rest it. If you're planning on

having users do more than one task, think about what order tho_ tasks should be performed in, or

whetheryou aregoi_qgtobe orderingthen randomly.

Now you havesome writingtodo.You probablywtnt todesignaquestionnairetogetsome

demographicdataon yourusers.You alsoneed towriteu script_at you aregoiftgtousecotrain

and testeachofyouruserS.Remember --you want todo this_ a scientificmanner.You needto

havea scriptso thatallofyourusersreceivethesame instructions.

N_w, go tothellbre_and geta copy ofTh_of Human-Computer InterfaceDesi_anr13]

and re_ thea_icleby KathleenGow.,oll,"Some TechniquesforObservingUsers."It'sonlysix

pageslong,it'san easyleacl,and itgivesyou a_'emendousamountofinformationaboutwhatyou

shoulddo when you areperforminga userobservation.A lotof my adviceaboutchoosingyour

usersand dcsiHningyourtasksinthisappendixarebasedon her suggestions.So why not go and

readtheoriginal

E.6 (The Dreaded) Human Subjects Clearance

Maybe inthebackofyourhead somewhere,you vaguelyremember hearingthatwhen people

conduct psychology experiments, or do animal testing, they have to get some bureaucratic office

somewhere at their university or company to approve thei_ tests tts being humane and not bc:ing

harmful. But you work with computers or robots, so none of this has anything to do with you,

right? WRONG!

Guess what, you will be using _ (i presume) to do your user study. This means you

probably have to get permission somewhere from someone to do these tests. The good news, is

thatit'sprobablyfeirlystraightforward,and nottoopainful(thoughalldealings_,ithbureaucratic

machineshave acerlaindegreeofpaininvolved).Even thoughyou aredoingtestingon humans,

it'sunlikelythatyourtestingisgoingtop',tnicthepowers-that-betheway some weirdpsychology

experimentmight,

197



So You Want To Do A Unr S_dy? 'R.sflnff

The bestway togo about thisistofindsomeone clscwho has alreadydone it,and use their

(successful)applicationasa templateforyours.You probablyhave tosubmita descriptionofthe

experimentalongwithhow'theanonymity ofyour userswillbe protected,theconsentform that

userswillsign,and whether your userswillget any benefitfrom thecxp_'iment(whichusually

=cferstctheicecream giftcertificatesyou atebribingyour usersWith).Here atCarnegieMellon,

theapplicationgoestl_ot_ghtheprovost'soffice,and isreviewedby a commi_ee thatonlymeets

everyfew weeks,so it'sagood ideatostartearly.Approval heroisonly good fora year,though,

and thenyou n_.dto askforan extension,so don'tapplytooearly.Once you've been approved,

any changes you make totheitfformatio_thatyou sentthem,no matterhow minor,must be run

by thesame office.Aren'tgettingany volunteersand want toofferthem pizzanow? Run itby the

officials.Of course,they'llsayyes,butitke_s them happy and you ethical.

E.7 Testing

OK, you've decided who your users will be, you've written your script, you've been approved

by the mucky-mucks upstairs, you're ready to call tn those users, right? Well, almost. It's a good

idea before yea start the real study to do some pretesting. Test one or two users, whose data you

are willing to d_row out, just to make sure that everything goes as you expect. There's probably

sometlling you forgot when you designed your tests or your script, and the only way to find that

something is to try it out. If you try it out during a pretest, you can stiU chanse the script or Your

setup and not affect the outcome of your "real" exper_ents.

You will want to record what happens during your experiments so that you can review it liner.

Video taping is great, if a camcorder is available, but even just speed.writing copious notes is use-

ful. After the experiment is over, you want to concentrate on the places where the person did the

unexpected or was surprised by somethin8 they didn't expect. Consider what exactly they were

trying to do. Did i! work? How did they do it?

In addition to video taping or note taking you almost certainly want to automatically record

what the user does within your system. Where did they click with the mouse? What keys did they

type? What image was displayed on the graphical interface. This data will be a big help when you

come to analyze the results.

198



So TomWsmtTo Do A Uur Study? Practical Tips and Lessons Learned

E.8 Practical Tips and Lessons Learned

Here aresome thingsthatyou shouldthinkaboutwhen you aredesigningyourexperiments.

Most ofthem arebasedon thingsthatIdidwrong.

E.8.1 Pick a coolproject

This was the one thing i did right. It makes it a lot easier to recruit users when you tell them

that they're going to be remotely controlhng a Hmmwv than when you tell them that they will be

trying out a new spreadsheet. But you've probably defined your project already, so at least try and

make it sound cool.

E,8.2 Write a first draft of your results chapter before you have any results

I'm serious here. Before you do your n_n study, you want to be certain that you are re_rding

all the keystrokes and button presses that you need. A good way to do Otis is to try end analyze

your pretest data, You will instantly see ten things that you should have recorded but didn't. This

doesn't guarantee that you won't forget something, hut it certainly helps.

E.8.3 Keep the test short

You probably don't want to be doing this test for weeks or months. Believe me, you really

don't, It's fun at first, but actually doing the testing can get very old, very quickly.

When you consider how many people you can test each day, remember to include set up and

clean up time tn your estimate. I initially expected that it would take about an hour and a hal to

test each user, so I figured that four users a day would be a snap. I was wrong. First. while our test

site was offici_dly closed to the public, it was still outside, and easily tccessible to anyone who

caredtowanderin.We didnothave much troublewithpeoplewm_deringinon ourexperiments,I

1. Withone notable ex_ion, }tintforgradutt¢studenls:watch tome TV. Youshouldnot get all of yournews
frtn_Naticma.|Public Rt.dlo.In pmlJcultr,it's a good idet to watchthe localnewscast. Ithelpsyouto avoidthose
emouTmstng encounters withpublicofficials:

Me: "I-U,csn thelpyoCJT'
City in Suit:'NVe'mhere to do an interview withKDKA'IV."
Me:"Oh,_ Iguessyou'refromthecity,"
Guyin Suit:"Act0ally, I'm theMayor."
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So YouWaut To Do A User Study? Practical TIp_and Lessons Learned

but there was enough evidence that people did wander through the site 2 nat we had to collect all

50 or so traffic cones each evening and set them up again in the morning. Now, while carrying

cones around the slag he@ did help to improve my upper body strength, 3 it took a lot of lime.

And the ¢_rgo van with the operator workstation settlp had to be set up in the morning and packed

up every night so that we could drive the van back to school, and bring the expensive computing

inside. That took 0.'he. And pre_sting showed that it was safer to allow a two and a half hour time

slot for each user, just in case the user test itself wok a bit lo_ger, or if there was a problem with

the computing. So we ended up testing two people a day. It was a lot of work to set up and clean

up every day in order to test just two people. Which brings me to my next point.

E.8,4 KiSS (Keep it simple, stupid)

Actually, it's two poiftts. First, did you notice that I said "we'.' a lot in the previous section7

That's because in my experiment I always needed a safety driver in the robot vehicle at all times.

I am forever indebted to the members of the Navlab project who spent hours sitting in the vehicle

wailing for bells and buzzes to tell them to start and stop the vehicle. Not to mention helping to set

up traffic cones in the morning and co]lect them again in the evening. But it would have made

schedulin.g the tests easier if they hadn't had to be there. The more people that you have to coordi-

nate to be in the same place at the same time, the more difficult things become.

Second, remember that the more hardware you use, the more there is that can break, and stop

your experiments. There is a _4._Ui value to testing "real" systems, and not just using simu-

lations, i am convinced that a lot of what i learned about my system would not have come out had

I done the tests in simulation. But be prepared. If you're testing away from your regular lab, bJ.'i_g

duplicates of everything you can think of. I mostly followed this advice. And over the course of

my experiments, I made u_ of the extra ethemet cables and terminators, the e_ttra mouse, the

extra vi_ tapes, the extra _ran_eiver, and even the extra chair4 that i had brought along with me.

Other things that I didn't originally duplicate ended up being purchased in mid-test at Radio

2, Tic explodedfirccrtckcrremttnsIdr.dof gave it away,
3, When! staffedoutI could only carryfourcones, by thecud of theexperiment,I could can'ytwice,thuS.
4. I'm tfr_d thtt I'm notas _hktic as some of theguys on the Navlabproject.And despitemyincreasedupper
bodystrengthductocom:.ltfttngworkouts, I couldn'tpull myielf uponto the hoodof theHmmwv(to adjustthe
cameras)withoutthe aidof Im¢x_a the,if to help me onto the tire first,
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So YouWant To Do A User Study? Practical Tips end Lessons Learned

Shack, 5 but there were still some things I couldn't duplicate. I didn't have an extra autonomous

vehicle, for example, and so when the fuel pump on the generator went, I was stuck ur_til it was

repaired. If you are testing a real system, keep it as basic as you possibly can. And bri/l 8 dupli-

cates of everything you can afford. Speaking of money...

E.8.S Think before you skimp

"We'U find something new to do now.

Here is lots of new blue goo now.

New goo. Blue goo. Gooey. Oooey.

Blue goo. New goo. Gluey. Gluey."

-- Dr. Seua_, "Fox in Socks"

It'sgood tosavemoney, It'sbad towastemoney. But when you areconsideringa purchase,

and thereisa vastdifferenceinpricebetwc_ two apparentlysimilaritems,lookintoitclosely

and askyourselfwhy thismight_-m--'F_ase,

Ilearnedthislessonthehard way. Iwanted to add some bluestripeson tomy orangetraffic

cones,tomake them stand,o_atbetter.Ilookedin an industrialproductscatalog,and therewere

two type.,,ofblueadhesivetape.The "generalpu-'9_ebox sealingtape"costabout$5.00aroll.

The "vinyltanomarkingtape"cost.about$20,00fora shorterroll,Iwent withthecheap stuff.

A week or two later, the cones seemed to be leaking blue goo. Worse, it was blue goo that,

once in contact with your ¢lelhing, would become a permanent part of your wardrobe. It took a

whiletogetoffofyourski_atoo.Itappealsthat"blu_g_eral purposebox sealingtape"is,infact,

"cl.e_generalpurposebo_.sealingtape"withblueglue.Attachittoan oilycone (thecones are

oiledslightlyatthefactoryso theydon'tsticktoone another),leavethecone outsideinthesun

forsevers!days,and you have,bluegluegoo.

Worse still, the blue glue, while easy to remove in small quantities, 6 is harder to remove com-

pletely off of a t_tffic cone, especially off of the inside of the cone which acquired the goo when

stacked up with other cones.

5. By my advisor,no less. You know It'stime to graduate when youradvisor will driveout to a Radio Sh_ck to
gel you a pastso thatyou don't have to scrap yet another u_crtest. Thm_s,Chuekl
6, Pzrttcularlywith a T.skbt ozjeans.
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Many hours of experimentation with different techniques to remove glue and gee finally paid

off, but it was not a pleasant experience. 7 And I ended up buying the expensive tape in the end

anyway.

E.8.6 Pick a pleasant testing environment

Gomoll recon_endS that, "An ideal setting for user observation is a quiet, enclosed room

with a desk." [13] I would reco/rtmend that you at least try and stay away from slag heaps. A sin-

gle day of testing on a slag heap when the thermometc- has gone above 900 is sufficient to make

even the most enthusiastJc researcher despair, Of course, when the temperature is high, you sweat

more, making the lack of bathrooms on site much less important,

But seriously, it makes your life much mor_ convenient if you can work indoors, or, ff you

absolutely have to work outdoors, at least try and work near your office, The convenienve of

nearby bathrooms and wa_r fountains is a big bonus. As is a place to run and hide when it rains.

Al_, if your users are coming from nearby, it makes it much easier if you can call them in their

office and ask them to come 15 minutes later than when they are waiting somewhere outside to

meet a cea-you have scheduled to pick them up and bring them to the site 15 minutes away. Work-

ing indoors may also have the additional benefit that you can leave your equipment set up over.

mght, which, as I said before, can save huge amounts of time.

E.9 Do it!

There's no quest/.on that there is some work involved in doing a user study. But there is an

awful lot of benefit that you can gain. The only way to really learn about how well your system

works is to test it out on users. And ff you've decided to do that, take the time to do it right,

7. By theway,'_oo Gone,"despite il._exeggeration._in the areaof pleasan!citru:,scents, is a magicnlproduct
tnd removeseven the nastiestblue Boo.
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